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Preface

In the past two decades, cooperative control of swarm systems has received
significant attention from both the scientific and engineering communities. A
swarm system is also known as a multi-agent system, and refers to a sys-
tem composed of multiple subsystems (agents) with certain communication,
calculation, decision-making, and action capabilities through local informa-

swarm system can overcome the deficiencies of individual capabilities and com-
plete effectively complex tasks that are difficult for individual agents, which
makes the entire swarm system emerge as powerful intelligent behaviours. For-
mation tracking control of swarm systems is an important technical support
system and approach for the emergence of swarm intelligence on a motion con-
trol level, and has practical potential in numerous fields, such as cooperative
surveillance with unmanned aerial vehicles, coordinated attack with missiles,
deep space exploration with satellites, and more. In cross-domain collaborative
applications, including air-ground coordination and air-sea coordination, the
swarm systems are usually composed of several heterogeneous agents, and the
swarm intelligence can be enhanced by the complementary functions of differ-
ent agents. How to achieve time-varying formation tracking for heterogeneous
swarm systems is a crucial technical problem for cross-domain coordination,
which has important theoretical value and practical significance.

This book focuses on the time-varying formation tracking control prob-
lems for high-order heterogeneous swarm systems. According to the number
of leaders and the relative relationship between leaders and followers in the
state or output space, the formation tracking control problems in this book
can be specifically divided into the formation tracking with a single leader,
the formation tracking with multiple leaders, and the formation-containment
tracking. Distributed controller design, stability analysis of closed-loop sys-
tems, and simulation/experiment results on these specific formation tracking
problems for heterogeneous swarm systems are provided. In detail, this book
starts from formation tracking control for homogeneous swarm systems in
Chapter 3, where time-varying formation analysis and design problems with
switching directed topologies and time-varying formation tracking problems
with multiple leaders are investigated. Then, in Chapter 4, time-varying for-
mation tracking control problems for weak heterogeneous swarm systems with
matched/mismatched disturbances are studied respectively. Furthermore, for
high-order heterogeneous swarm systems with a non-autonomous leader of

xi

tion interaction. Swarm intelligence is referred to as such because agents in a
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unknown input, a hierarchical formation tracking control strategy composed
of the distributed observer and the local tracking controller is provided in
Chapter 5 based on the output regulation control and the sliding mode control.
In Chapter 6, for heterogeneous swarm systems with multiple leaders, time-
varying formation tracking control problems with directed switching topolo-
gies and multiple leaders’ incomplete information are investigated respectively.
Considering heterogeneous swarm systems with different intra-layer cooper-
ative control objectives and inter-layer coordination couplings, the definition
and the framework of formation-containment tracking control are presented in
Chapter 7. Finally, to overcome the barriers between complex cooperative the-
ories and actual physical systems, time-varying formation tracking control ap-
proaches are applied to practical cooperative experiment platforms composed
of UAVs and UGVs in Chapter 8, and several formation tracking experiments

respectively, and Chapter 9 presents the conclusions and future prospects.
We are grateful for the help, support, and efforts of our colleagues and

students on this book. Specifically, we are indebted to Prof. Guoqiang Hu
at Nanyang Technological University and Prof. Yisheng Zhong at Tsinghua
University for their fruitful discussions, professional inspirations, and helpful
guidances. We also acknowledge the efforts of Dr. Qingdong Li, Dr. Liang Han,
Dr. Jianglong Yu, Dr. Yishi Liu, Dr. Xiaoduo Li, Yangfan Li, Chuang Lu,
Siquan Zhou, and Peixuan Shu at Beihang University and Yan Zhou at
Tsinghua University. Moreover, we acknowledge the IEEE, Elsevier, and John
Wiley & Sons for permitting us to reuse materials from our publications
copyrighted by these publishers in this book. Finally, we are thankful to
the support of our research in this book by Science and Technology Inno-
vation 2030-Key Project of “New Generation Artificial Intelligence” under
Grant 2020AAA0108200, National Natural Science Foundation of China under
Grants 62103023, 61922008, 61973013, 61873011, 61803014, 62103016, Fun-
damental Research Funds for the Central Universities under Grant YWF-21-
BJ-J-1145, Defense Industrial Technology Development Program under Grant
JCKY2019601C106, and Innovation Zone Project under Grant 18-163-00-TS-
001-001-34.
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are carried out to further verify the effectiveness of the theoretical results. In
addition, the introduction and preliminaries are given in Chapters 1 and 2
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Chapter 1

Introduction

1.1 Scientific and Engineering Background

In the past two decades, cooperative control of swarm systems has received
significant attention from both the scientific and engineering communities. A
swarm system is also known as a multi-agent system, and refers to a system
composed of multiple subsystems (agents) with certain communication, cal-
culation, decision-making, and action capabilities through local information
interaction. As shown in Fig. 1.1, swarm system cooperation has demonstrated
powerful application potentials in many engineering fields including aerospace,
such as cooperative reconnaissance using a group of unmanned aerial vehicles
(UAVs), multi-missile saturation attack, deep space detection with multiple
micro-satellites, and multi-robot cooperative handling, etc.

Through local perception and simple neighbouring information interaction,
agents in a swarm system can overcome the deficiencies of individual capa-
bilities and complete effectively complex tasks that are difficult for individual
agents, which makes the entire swarm system emerge as powerful intelligent
behaviours. That is known as swarm intelligence [1]. In recent years, swarm in-
telligence has received extensive attention in various fields. Swarm intelligence
was listed as the core technology for autonomous efficiency enhancement and
the long-term goal of unmanned system autonomy in ‘Unmanned Systems
Integrated Roadmap 2017–2042’ by the US Department of Defense [2]. In
‘New Generation Artificial Intelligence Development Plan’ issued by the China
State Council, at least two of the eight basic theories are directly related to
the coordination of swarm systems, including swarm intelligence theory and
autonomous cooperative control and optimal decision theory. The research on
swarm intelligence is meaningful for us to solve practical engineering prob-
lems and understand the complicated swarming phenomenons in human so-
ciety, such as panic of crowds and propagation of fashion. Therefore, swarm
intelligence is one of the important research areas of the new generation of
artificial intelligence, and achievements in this field can provide new concepts,
principles and theories for the development of numerous technologies.

For practical swarm systems in engineering applications, including mul-
tiple UAVs, robots, vehicles, ships, missiles, and so on, formation control is
an important guarantee and realization approach for the emergence of swarm
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2 Formation Tracking Control for Heterogeneous Swarm Systems

FIGURE 1.1: Practical engineering applications of swarm systems.

intelligence at the level of motion control [3, 4]. By applying formation con-
trol, agents in the swarm system can adjust the relative relationship in the
state or output space through neighbouring information interaction, and then
the swarm system can form the desired formation configuration. Achieving
formation can provide favourable space-time conditions for many cooperative
tasks such as source seeking [5], target enclosing [6], and surveillance [7], so
the complex tasks can be performed efficiently or cost-effectively by swarm
systems. Due to important engineering application prospects, formation con-
trol has become a research hotspot and technical difficulty in many scientific
communities, especially the control and robotics fields.

In many practical applications, such as cooperative surveillance and tar-
get enclosing, besides forming a specific formation shape, the whole swarm
system is also required to track a reference trajectory or a specific target
for movement. For example, when a group of UAVs perform the cooperative
surveillance task, it is important for multiple UAVs to achieve the desired
relative position against the target for coordinated observation. Under these
application scenarios, formation tracking control problem of swarm system
arises. The agents in entire swarm can be divided into two categories, i.e.,
leaders and followers. The leader can provide a reference command signal for
the whole formation, and the follower needs to track the leader’s movement
in a specific form.
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According to the number of leaders and the relative relationship between
leaders and followers in the state or output space, the formation tracking
control problem can be specifically divided into the formation tracking with a
single leader, the formation tracking with multiple leaders, and the formation-
containment tracking. Specific definitions of these formation tracking problems
are given as follows.
(1) Formation tracking with a single leader

The control object is to make the followers accomplish a desired formation
and track the trajectory generated by the leader simultaneously in the state
or output space. In the applications of formation tracking, the leader can be
a virtual reference trajectory that characterizes the macro movement of the
entire formation, or it can denote a cooperative tracking entity and even a non-
cooperative target. For example, in the target enclosing scenario [8], the target
can be treated as the leader of the UAV swarm system, and the time-varying
formation tracking control allows multiple UAVs to form a encirclement sit-
uation for the target and to improve the coordination efficacy significantly.
When the leader denotes a non-cooperative target, its control input is usually
unknown to all the followers and may be time-varying in practice.
(2) Formation tracking with multiple leaders

In some practical applications, there may exist more than one leaders for
the swarm system to track [9]. For example, during the cooperative flying
of multiple manned/unmanned combat aerial vehicles (CAVs), a fleet of un-
manned CAVs can keep desired time-varying tactical formation centred by
the convex combination of the positions of all the available manned CAVs to
enclose them. In this configuration, those dangerous tasks such as reconnais-
sance and attack can be accomplished by the unmanned CAVs, and the safety
of the manned CAVs can be guaranteed since the defense system of the oppo-
nent will be triggered and consumed by the unmanned CAVs flying outside. It
should be pointed out that the tracking target for the formation is the convex
combination of all the available manned CAVs instead of one of the specific
manned CAVs. If some of the manned CAVs fail or crash, the tracking target
becomes the convex combination of the remaining available manned CAVs. If
the tracking target for the formation is one specific manned CAV, the failure
or crash of this manned CAV may destroy the whole mission since no tracking
target is available for the formation. Therefore, tracking the convex combi-
nation of all the available manned CAVs is more robust than tracking one of
the specific manned CAVs. In such scenarios, time-varying formation track-
ing control problems with multiple leaders arise, where the states/outputs of
followers form the desired time-varying formation while tracking the convex
combination of those of the leaders.
(3) Formation-containment tracking

In order to improve the cost-effectiveness of collaborative operations, there
are usually different configurations for agents in swarm systems. For exam-
ple, in the application of cooperative transportation for a group of mobile
robots across the hazardous areas, to enable safety of the entire swarm and
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reduce costs effectively, a feasible solution is to install detection and naviga-
tion sensors on only some robots and designate these robots as leaders. The
remaining robots are regarded as followers. Through cooperative control, the
multiple leaders can form the desired formation and track the reference trajec-
tory simultaneously, while the follower robots need to move into the formation
formed by the multiple leaders. In this way, it can be ensured that the fol-
lowers are in the safe area formed by the leaders during the movement, and
the cooperative crossing is realized at a relatively small cost. In this scenario,
the formation-containment tracking control problem arises [10]. The swarm
system has different intra-layer cooperative control objectives and inter-layer
coordination couplings. For this tracking problem, multiple leaders are re-
quired to form a desired formation tracking, while followers need to enter
inside the formation formed by the multiple leaders.

The reasonable coordination of different types of agents can make up for
the deficiencies of similar agents, and greatly improve the operation efficiency
of the swarm system. For example, as shown in Fig. 1.2, when a group of
unmanned ground vehicles (UGVs) perform tasks in mountains or urban en-
vironments, it is usually unable to effectively detect and communicate with
each other due to occlusion and obstacle. By adding multiple UAVs and per-
forming formation control between UAVs and UGVs, it can provide a wide
range of environmental information and communication relay for multiple
UGVs. So effective resource and capability complementation of UGVs and
UAVs can be achieved [11]. Besides, as given in Fig. 1.2, the detection and
communication capability of unmanned surface vehicles (USVs) will also be
limited due to the influences of sea waves and curvature of the earth. Es-
pecially in the coordinated seabed detection scenario, the characteristics of
two-dimensional movement of USVs make the obtained information about the
detection target not rich enough. The addition of three-dimensional detection
information and communication relay using UAVs can greatly improve the
communication quality of the entire swarm system and the detection accuracy,
dimension and coverage [12]. In air-ground cooperative enclosing with multiple
UAVs and UGVs, air-sea cooperative detection with multiple UAVs and USVs,
and other cross-domain mission scenarios, there are agents with completely
different dynamic characteristics, which means that the swarm system is het-
erogeneous. In addition, the formation formed by multiple unmanned vehicles
needs to be time-varying according to the changes in mission requirements
or environmental situations, and the entire formation also needs to track the
reference trajectory or the enclosing target. Time-varying formation track-
ing control for heterogeneous swarm systems is a key technical problem in
the cross-domain collaborative applications including air-ground collaboration
and air-sea collaboration, and has important theoretical value and practical
significance in numerous fields.
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(a) Air–ground coordination

(b) Air–sea coordination

FIGURE 1.2: Cross-domain collaborative applications of heterogeneous
swarm systems.

1.2 Literature Review on Formation Tracking Control

Time-varying formation tracking control of high-order heterogeneous
swarm systems is studied in this book. Considering that the homogeneous
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swarm system is a special case of heterogeneous system, and formation control
is the research basis of formation tracking control, formation control and for-
mation tracking control for homogeneous swarm system are introduced firstly.
Then, the relevant literature of heterogeneous swarm system is reviewed.

1.2.1 Formation Tracking of Homogeneous Swarm System

Formation control problem has attracted attention in the robotics research
field since the 1990s, and many classic formation control approaches have
been proposed, including behaviour [13], virtual structure [14], and leader-
follower [15] based ones. In the behaviour-based formation control strategy,
each agent in the swarm system has several predetermined behaviour pat-
terns, such as formation maintenance, collision avoidance, and movement to
a specific target. These behaviour patterns constitute a behaviour set. Each
action can produce corresponding control effects, and the final controller of
the agent is obtained by weighted summation of the control actions of these
actions. The basic idea of formation control using virtual structure is to treat
the desired formation as a rigid virtual structure. Each agent in the swarm
system corresponds to a point on the virtual structure. When the formation
moves, the agent tracks the corresponding point in the virtual structure. The
leader-follower based formation control method is to assign one or more agents
in the swarm system as the leader, and the remaining agents are treated as
followers. All the followers communicate directly with the leader, which moves
according to the specified path. Followers maintain a specific relative position
and angle relationship with the leader such that a desired formation can be
achieved. However, the above three control strategies have certain shortcom-
ings. It has been pointed out in [16] that it is difficult to conduct systematic
theory analysis for behaviour-based approach, the formation control based on
virtual structure cannot be implemented in a distributed manner, and the
leader-follower based formation control method has weak robustness.

In [17], Prof. J. Baillieul and Prof. P.J. Antsaklis pointed out that two
important changes in current control research are the consideration of net-
work factors and the emphasis on distributed control. As a typical networked
system, the core subject of swarm system is to design a distributed controller
based on local neighbouring information interaction to achieve the emergence
of expected intelligence behaviour. The problem of distributed formation con-
trol of swarm system has gradually become a research hotspot in the control
field in recent years [4]. With the development of consensus control theory,
the consensus-based formation control approach has attracted more and more
attention from researchers. A swarm system is said to achieve consensus if
all the agents reach an agreement on certain variables of interest, where the
variables can be named as coordination variables [18–20]. In [21], Prof. W.
Ren proposed a consensus-based formation control approach for second-order
swarm system. By setting an offset vector relative to the formation reference,
the expected formation can be achieved. It was pointed out in [21] that the
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traditional behaviour, virtual structure, and leader-follower based formation
control methods can be unified into the framework of consensus-based ap-
proach. Besides, the consensus-based method can overcome the shortcomings
of these three traditional approaches to a certain extent.

A series of researches on consensus-based formation control of swarm sys-
tem have been proposed recently. However, the existing results mainly focus on
homogeneous swarm systems, that is, each agent is required to share the same
dynamics. The research status of formation control and formation tracking
control for homogeneous swarm system is given in the following.
(1) Leaderless formation control

For swarm systems with first-order or second-order dynamics, the
consensus-based formation control approaches were proposed in [22–26]. For
UAVs, robots, missiles, and other complex controlled objects, the first-order
or second-order model is difficult to describe the dynamics accurately. Thus,
it is more practical to study the formation control for high-order swarm sys-
tem. In [27], time-invariant formation control problem for a class of high-order
swarm systems with integral dynamics was studied. In [28], Fax and Murray
proposed a time-invariant formation control protocol for general high-order
linear swarm system. Feasibility condition for high-order linear swarm sys-
tem to realize a desired time-invariant formation was given in [29]. To reduce
the cost of communication resources between agents, an event-triggered time-
invariant formation control protocol was presented in [30].

Considering dynamic task demands and external environments, the for-
mation configuration of swarm system is not always fixed. The desired forma-
tion needs to adjust dynamically in real time, which means that time-varying
formation control is required [31]. For example, considering the application
scenario of multiple UAVs flying in a mountain area, in order to ensure flight
safety, UAV swarm needs to change the formation configuration in real time
to avoid obstacles. Besides, considering that time-invariant formation can be
regarded as a special case of time-varying formation, it is more general to
study time-varying formation control problems. Dong et al. studied the time-
varying formation problems for high-order swarm system with communication
delay in [32], and gave the feasible conditions of time-varying formation and
the approach to expand the feasible formation set. Using state space decom-
position and piecewise Lyapunov function, the influences of directed switching
topologies on the time-varying formation feasibility for high-order swarm sys-
tem were analyzed in [33]. Group formation control problems were considered
in [34], where the high-order swarm system is divided into several groups
according to the task requirements, and each group can realize the desired
sub-formation configuration. For high-order swarm system, it is usually dif-
ficult to measure the full state information of agents, and the acquisition of
output information is much easier. Besides, in many practical applications, the
swarm system is not required to form a full state formation. In [35] and [36],
output time-varying formation control of high-order swarm system was stud-
ied by using static output feedback and dynamic output feedback respectively.
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In [37], Wang et al. constructed a fully distributed adaptive time-varying state
formation control protocol by using the measurement output information, and
gave the sufficient conditions to achieve the desired formation. Considering the
directed communication topology, [38] further investigated the adaptive time-
varying output formation control problems based on output feedback. Due to
the relatively simple hardware configuration of each agent, actuator failure
may occur for swarm system in a complex adversary environment. In [39], a
design approach for fault-tolerant time-varying formation control protocol of
high-order linear swarm system with actuator failures was proposed.
(2) Formation tracking control

Formation control mainly focuses on forming and keeping the desired for-
mation shape. In many practical applications, besides forming a specific forma-
tion, the whole swarm system is also required to track a reference trajectory or
a specific target for movement. In this formation tracking problem, the agents
in the swarm system can be divided into leaders and followers. The leader pro-
vides a motion reference or instruction signal for the swarm system, and the
follower needs to track the leader’s movement in a specific form. The control
object of formation tracking is to make the followers form a desired formation
while tracking the leader’s trajectory in the state or output space [40].

Based on the consensus strategy, time-invariant formation tracking prob-
lems for multi-robot systems with non-holonomic constraints were studied
in [41–43], where the position of each follower maintains a specified offset
relative to the leader, and the speed and heading angle of followers are consis-
tent with the leader. Hierarchical consensus approach was applied in [44] to
solve time-invariant formation tracking problem for high-order linear swarm
systems. The expected formation configuration in [41–44] is time-invariant
and cannot be applied directly to time-varying formation tracking problem.
In [45], Ren studied the time-varying formation tracking problems for multi-
robot systems based on consensus control, where a first-order integrator was
used to establish the model of each robot, and a distributed controller was
designed using the relative information of neighbour. In [46], a decoupling
design method was proposed to construct a rotating circular formation track-
ing protocol for first-order swarm system around a stationary target point.
For multi-UGV swarm systems with non-holonomic constraints, rotating cir-
cular formation tracking problems with stationary or moving targets were
studied in [47] and [48] respectively. Considering the influences of commu-
nication delay, a distributed controller was presented in [49] for second-order
swarm system to realize time-varying formation tracking. In [8] and [50], Dong
et al. studied respectively the time-varying formation tracking problems for
second-order swarm systems under undirected/directed switching communi-
cation topologies. The proposed control protocols in [8] and [50] were applied
to UAV target enclosing scenario, and several formation flight experiments
using a group of quadrotor UAVs were given to verify the effectiveness of the
controllers.
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In [8,49,50], it was assumed that the control input of the leader is always
zero, which would limit strictly the type and applicability of the leader. In
order to generate a more general reference trajectory and achieve real-time
adjustment of the trajectory, the leader needs to have time-varying control in-
puts. Considering the scenario where the leader represents a non-cooperative
target, its control input is usually unknown to all followers. In [51], the influ-
ences of leader’s unknown input and matched disturbances were considered,
and a robust adaptive time-varying formation tracking controller was designed
for high-order swarm systems. In [52], a finite-time time-varying formation
tracking approach for high-order swarm systems with unmatched disturbances
and leader’s unknown input was proposed.

For high-order swarm system with multiple leaders, necessary and suffi-
cient conditions to achieve the desired time-varying formation tracking and
formation feasibility conditions were proposed in [9] , where a distributed for-
mation tracking protocol was given to make the followers form the desired
formation configuration and track the convex combination of multiple leaders
at the same time. In [53], practical formation tracking control problems for
second-order swarm system with multiple leaders were studied based on adap-
tive neural network. Considering communication delays, sufficient conditions
were presented in [54] for the realization of time-varying formation tracking
for high-order swarm systems with random sampling and multiple leaders. It
should be pointed out that the formation tracking approaches in [9, 53, 54]
all rely on the well-informed follower assumption, where a well-informed fol-
lower can communicate with all the leaders and an uninformed follower has
no leaders as its neighbour. However, this assumption is too restrictive since
it forces some followers to receive from all the leaders directly. In practice, it
is more possible and realistic to require that a follower only contains a subset
of leaders as its neighbour. How to design distributed time-varying formation
tracking controller without requiring the well-informed follower assumption
still requires further research attention.
(3) Formation-containment control

According to the relative relationship between multiple leaders and follow-
ers in the state or output space, the formation tracking problem for swarm
system also includes formation-containment control. If the leaders achieve the
desired formation shape and the followers can enter the convex hull formed
by the multiple leaders, it is said that the swarm system realizes the expected
formation-containment. From the definition of formation-containment, it is a
more complex cooperative control problem developed on the basis of forma-
tion control and containment control. In the traditional containment control,
there is no interaction and collaboration among multiple leaders, and only
the followers are required to enter into the convex hull formed by multiple
leaders [55–58]. Note that the formation-containment control problem cannot
be simply decoupled into a formation problem for leaders and a containment
problem for followers because the dynamics of the leaders and the time-varying
formation have a coupling effect on the follower’s movement.
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For first-order swarm system with switching graphs, sufficient conditions
to achieve formation-containment were given in [59]. Formation-containment
control problem of first-order swarm system with constant delay was studied in
[60]. For second-order swarm system in [61], Han et al. proposed a formation-
containment control protocol under the influence of time delays. Using only
position information, formation-containment control protocol for second-order
swarm system was proposed in [62] based on the distributed observer theory.
In [63], Wang et al. studied the finite-time formation-containment control
problem, where the leaders can form the desired rotating formation and the
followers can converge into the convex hull formed by the leaders in a fi-
nite time. Dong et al. in [64] proposed a theoretical analysis approach for
formation-containment control of multi-UAV system, and carried out out-
door flight experiments using a group of quadrotor UAVs. In [65], formation-
containment control for multiple Euler-Lagrange systems was studied based
on output feedback, and a distributed controller using sliding mode control
and high-gain observer was designed. Formation-containment control problem
of multiple Euler-Lagrange systems with actuator saturation constraints was
investigated in [66].

For high-order linear swarm system, Dong et al. gave the mathematical
definition of formation-containment control and sufficient conditions to re-
alize state formation-containment in [67]. In [68], time delays were further
considered, and a formation-containment controller was designed based on
the Lyapunov-Krasovskii function. In [69], only the output information of
each agent was used to design a static output feedback controller such that
output formation-containment control can be achieved by high-order swarm
system. In [67–69], the proposed control approaches can only make the swarm
system achieve the desired formation-containment, but it cannot effectively
control the macroscopic trajectory of the entire swarm system. In [10], Hua
et al. introduced a tracking-leader with time-varying input to generate the
reference trajectory for the swarm system, and further studied the formation-
containment tracking control problem for high-order linear swarm system.

1.2.2 Formation Tracking of Heterogeneous Swarm System

Research on time-varying formation tracking control for heterogeneous
swarm systems is still in its infancy, and there are limited related results. In
view of the fact that consensus is the basic problem in cooperative control of
swarm system, the breakthrough of formation tracking control depends on the
research progress of consensus theory. In the following, the relevant research
progress on consensus control and cooperative output regulation control for
heterogeneous swarm system will be introduced firstly. Then, the literature
review on formation control for heterogeneous swarm system is given.
(1) Consensus and cooperative output regulation control

For consensus control, a special type of heterogeneous swarm system com-
posed of first-order and second-order agents was studied firstly, where posi-
tion consensus can be achieved under several constrains, such as switching
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topologies, communication delays, only available position information, and so
on [70–75]. For practical swarm systems, it is difficult to describe the dy-
namics of each agent accurately with first-order or second-order models, and
higher-order linear models are more general. For high-order heterogeneous
linear swarm systems, a distributed proportional-integral (PI) controller was
proposed in [76], where the integral term of the relative information of neigh-
bour nodes can be used to compensate for the influence of the heterogeneous
system matrix, and then the output of swarm system can achieve static con-
sensus. Directed communication topologies were further considered in [77]
using distributed PI controller, and the outputs of all followers can converge
to a pre-designed fixed value. In [78], adaptive gains were added to design a
fully distributed PI protocol, and sufficient conditions for the heterogeneous
swarm system to achieve static output consensus were given.

Inspired by the output regulation control theory for a single system,
Wieland et al. studied the leaderless consensus control problem of high-order
heterogeneous swarm systems in [79], where necessary and sufficient condi-
tions to achieve output consensus were proposed using the internal model
principle. In [80], an output consensus control protocol for high-order hetero-
geneous swarm systems based on event-triggered or self-triggered mechanisms
was presented. A hierarchical control strategy for high-order heterogeneous
non-linear swarm systems was provided in [81]. First, a homogeneous refer-
ence model was designed for each agent, and the output of each agent was
regulated to track the state of its own reference model. Then, a distributed
controller was constructed to achieve consensus for the states of homogeneous
reference models. Thus the output consensus of the high-order heterogeneous
swarm system can be realized in a hierarchical way. In [82], an event-triggered
consensus control protocol with adaptive mechanism was designed to enable
high-order heterogeneous swarm systems to achieve output consensus in a
fully distributed form.

In [79–82], consensus control problems without leaders were considered.
When there is a leader, cooperative output regulation problem of high-order
heterogeneous swarm systems arises, where the multiple follower subsystems
can track the reference trajectory generated by the exo-system (which can be
viewed as the leader) or suppress the disturbance generated by the exo-system
[83–94]. The consensus tracking problem can be regarded as a special case of
the cooperative output adjustment problem. For cooperative output regula-
tion of heterogeneous swarm systems, the main approaches can be roughly
divided into two categories: the distributed observer based ones [83–88] and
the internal model principle based ones [89–94]. In the distributed observer
based approach, the neighbouring relative estimation information was applied
to construct a observer for each follower such that the leader’s state can be
estimated in a distributed way, and then a local tracking controller was de-
signed based on the output regulation strategy. The internal model principle
based method is to construct a control protocol through the local virtual regu-
lation error between neighbouring nodes, and use the internal model principle
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to design the gain matrix. Then, combining graph theory, H∞ robust control,
and small gain principle together, the criterion to achieve cooperative output
regulation of heterogeneous swarm systems can be obtained.
(2) Formation tracking control

In robotics field, a group of UAVs and UGVs were considered in [95–98],
and formation control problems of the heterogeneous multi-robot system were
studied. However, the above results are limited to specific models of UAVs and
UGVs and rely on centralized control nodes, which is difficult to be extended
to distributed control for general high-order heterogeneous swarm systems. In
[99] and [100], based on the distributed PI control approach, affine formation
control of the heterogeneous swarm system was considered, and the state of
the leader would converge to a predefined constant value, which means that
the macroscopic motion of the entire formation is ultimately static.

The development of cooperative output regulation theory in heterogeneous
swarm systems has provided new ideas for time-varying formation track-
ing control problems. Based on the cooperative output regulation strategy,
formation tracking problem of high-order linear swarm systems with undi-
rected switching topology was studied in [101]. Considering the influences
of undirected jointly connected topologies, a hierarchical formation tracking
approach was proposed in [102] to decompose the cooperative control prob-
lem of heterogeneous high-order swarm systems into the consensus problem
of the upper-layer homogeneous virtual system and the lower-layer subsys-
tem tracking control problems. In [103], Li et al. discussed the time-invariant
formation tracking problem of discrete-time heterogeneous non-linear swarm
systems using output regulation strategy. In [104], Yaghmaie et al. used a lin-
ear command generator to describe the desired time-varying formation con-
figuration, and expanded the exo-system and formation generator into a new
augmented system. Then, a formation controller was designed based on the
internal model principle, and sufficient conditions for heterogeneous swarm
systems to achieve time-varying formation tracking were provided using the
H∞ control theory. In [105], it was assumed that the system matrix of leader
is only known to the followers which can directly communicate with it, and an
adaptive time-varying output formation tracking protocol was designed based
on the time-varying L2 gain approach. In [101–105], the leader is assumed to
be an autonomous system without control input, and the eigenvalue informa-
tion of the Laplacian matrix is needed to determine the control gains. In [106],
a distributed adaptive time-varying output formation tracking protocol was
proposed for high-order heterogeneous swarm systems with leader’s unknown
time-varying inputs, and formation feasibility conditions and sufficient condi-
tions to achieve formation tracking were given.

For heterogeneous swarm systems with multiple leaders, based on the well-
informed follower assumption, formation tracking protocols were proposed
in [107] and [108], where the outputs of heterogeneous followers can form a
given formation and track the convex combination of multiple leaders at the
same time. It should be pointed out that the formation approaches in [107]
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and [108] require the same dynamics for multiple leaders and the existence of
well-informed followers. In [109], the well-informed follower assumption was
removed, and the formation tracking problems with incomplete information
of multiple heterogeneous leaders were further discussed. A distributed ob-
server was designed for each follower to estimate the dynamical matrices and
the states of multiple leaders, and a time-varying output formation tracking
protocol and a design algorithm were proposed.
(3) Formation-containment control

For high-order heterogeneous swarm systems with multiple leaders, the
state or output containment control problems have also attracted a great deal
of attention in recent years. In [110], output regulation strategy was applied
firstly to the containment control problem for heterogeneous swarm systems,
and a state containment control protocol was designed for followers using dy-
namic compensator. In [111], Chu et al. introduced adaptive gains so that the
proposed containment control approach does not depend on any global infor-
mation of communication topology. In [112] and [113], distributed observers
were designed for both the dynamics matrices of multiple leaders and the con-
vex combination of their states, thus the assumption that the leader model is
completely known in [110] can be relaxed. Based on the internal model princi-
ple, an output containment control protocol of heterogeneous swarm systems
was designed in [114], and the criteria for achieving the output containment
were given. In [115], singular system control theory was applied to study the
containment control of heterogeneous singular linear swarm systems. In [116],
it was assumed that the leader may have unknown time-varying input, and
an optimal containment controller was designed for heterogeneous swarm sys-
tems based on the off-line reinforcement learning strategy. In [117], Qin et al.
considered the influences of switching topologies on the containment control
of high-order heterogeneous swarm systems, and gave the sufficient conditions
on the topologies to achieve containment.

In [110–117], the given controllers can only guarantee that the states or
outputs of followers converge to the inside of the convex hull formed by
multiple leaders, but there is no interaction and collaboration between the
leaders. Thus, it is not possible to adjust effectively the relative relation-
ship among multiple leaders. In [118], formation-containment tracking con-
trol problem of high-order heterogeneous swarm systems with intermittent
communication was further studied, where a tracking-leader was applied to
describe the macroscopic motion of the swarm, and a formation-containment
controller was constructed based on the output regulation strategy. In [119],
output formation-containment tracking problem of heterogeneous swarm sys-
tems with discrete communication was investigated by distributed hybrid
active control. In [120], a fully distributed formation-containment tracking
controller was proposed based on adaptive control theory. In [118–120], the
tracking-leader was assumed to be an autonomous system without control in-
put, which will strictly limit the type and applicability of the motion reference
trajectory of the whole swarm. In addition, the desired time-varying formation



14 Formation Tracking Control for Heterogeneous Swarm Systems

was required to have the same dynamics as the tracking-leader in [118] and
[119], and the same autonomous exo-system was applied to generate the ex-
pected formation vectors for all the followers in [120]. These requirements
make heterogeneous swarm systems have fewer types of feasible time-varying
formations, which would seriously affect the applicable scenarios of formation
tracking approaches.

From the relevant literature on cooperative control of heterogeneous swarm
systems, we can see that there are still many opportunities and challenges in
this field. Firstly, most of the results only consider the consensus problem
or cooperative output regulation problem, and the research on time-varying
formation tracking of high-order heterogeneous swarm systems is limited. Sec-
ondly, for the formation tracking problem with multiple leaders, most existing
approaches rely on the well-informed follower assumption. How to relax this
assumption (i.e., in the case where multiple leaders’ information is not com-
plete) and design distributed time-varying formation tracking controller still
need further study. In addition, most of the existing research assumes that
the leader does not have control input, and also has strict restrictions on the
type of feasible time-varying formation. How to fully analyze the influences of
the heterogeneous dynamics of the swarm system on time-varying formation
feasibility and propose an approach to expand effectively the set of feasible
time-varying formations are still open. Thus, it is significant to further investi-
gate the design and analysis approach for distributed time-varying formation
tracking and formation-containment tracking of high-order general heteroge-
neous swarm systems.

1.3 Key Problems and Challenges

Based on the in-depth analysis of the formation tracking control for mul-
tiple UAVs, UGVs, and other practical swarm systems, combined with the
relevant research status and progress in Section 1.2, the key problems and
challenges to be studied in this book are listed as follow.
(1) Formation tracking control for swarm systems with heteroge-
neous disturbances

Actual swarm systems such as multiple UAVs and UGVs are often af-
fected by disturbances during the formation movement. For example, airflow
disturbances including gust and turbulence have significant impacts on UAV
formation flight. The disturbance of each agent in the swarm system is gener-
ally different, and it is difficult to accurately measure the disturbances, which
means that there exist heterogeneous unknown disturbances. Under the influ-
ences of heterogeneous disturbances, even if the agents in the swarm system
have the same nominal model, their actual dynamics are essentially differ-
ent. Thus, it is called as a ‘weak heterogeneous’ swarm system in this book.
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Disturbances will make the swarm system unable to form and maintain the
desired formation effectively, or even cause the entire formation to collapse.
In addition, in the applications of formation tracking control, the leader can
be either a reference trajectory that characterizes the macroscopic motion of
the entire formation, or it can denote a cooperative tracking entity and even
a non-cooperative target. When the leader represents a non-cooperative tar-
get, its control input is unknown to all followers and may be time-varying.
The leader’s time-varying input will cause unknown additional terms into
the dynamics of swarm system, which affects seriously the tracking control
performance of the closed-loop system. The existing time-varying formation
tracking results generally assume that the leader has no control input and does
not consider the influences of disturbances. Therefore, under the condition of
unknown disturbances and leader’s unknown time-varying input, how to re-
alize the time-varying formation tracking control of the weak heterogeneous
swarm system is the key problem to be solved firstly in this book.
(2) Formation tracking control for heterogeneous swarm systems
with a leader of unknown input

In practical cross-domain mission scenarios, including air-ground coopera-
tive enclosing with multiple UAVs and UGVs, and air-sea cooperative detec-
tion with multiple UAVs and USVs, there are agents with completely different
dynamic characteristics, which means that the swarm system is heterogeneous.
Generally, high-order heterogeneous swarm systems cannot be written into a
compact form through the Kronecker product, which makes the existing time-
varying formation tracking approaches based on state space decomposition no
longer applicable. It is also difficult to construct directly Lyapunov functions
for heterogeneous swarm systems. So there exist great challenges in the analy-
sis and design of the time-varying formation tracking problem of heterogeneous
swarm systems. Even for homogeneous swarm systems, not all time-varying
formations are feasible, and the formation feasibility constraints reveal the
requirement that the desired time-varying formations need to match the dy-
namics of each agent. Due to the heterogeneous dynamics of the agents, the
formation feasibility analysis becomes more difficult. Furthermore, consider-
ing the influences of the leader’s unknown time-varying input, how to analyze
the feasible set of the time-varying formation tracking, compensate for the
influences of the leader’s unknown input effectively, and give distributed for-
mation tracking controller for heterogeneous swarm systems is a key problem
to be solved in this book.
(3) Formation tracking control for heterogeneous swarm systems
with multiple leaders of incomplete information

In some practical applications, there may exist more than one leaders for
the swarm system to track. For example, during the cooperative flying of
multiple manned/unmanned combat aerial vehicles, a fleet of UAVs can keep
desired time-varying tactical formation centred by the convex combination of
the positions of all the available manned vehicles to enclose them. It is signifi-
cant and challenging to achieve the time-varying output formation tracking of
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high-order heterogeneous swarm system with multiple leaders. Since there are
multiple leaders that need to be tracked in the swarm system, how to specify
effectively the relationship between the formation reference and the multi-
ple leaders and achieve an effective description of the macroscopic motion of
the entire formation is a difficult problem that needs to be overcome firstly.
Furthermore, in practice, each follower generally can only obtain information
of some leaders directly, i.e., multiple leaders’ information is incomplete for
all the followers. How to design a distributed observer for each follower to
estimate the states of multiple leaders without relying on well-informed fol-
lower assumption, and then give a time-varying formation tracking analysis
and design approach for high-order heterogeneous swarm systems, is another
key problem to be studied in this book.
(4) Formation-containment tracking control for heterogeneous
swarm systems with inter-layer coordination couplings

In the formation tracking problems with multiple leaders and the contain-
ment control problems, it is usually assumed that there is no interaction and
collaboration among multiple leaders. However, in practical application sce-
narios, the leaders also need to coordinate to maintain a desired time-varying
formation and track the reference trajectory or a specific target such that the
task requirements, such as enclosing and surveillance, can be satisfied. In this
case, the leader layer and the follower layer have different collaborative goals,
and the leader layer also has a coupling effect on the cooperative goals of the
follower layer. How to model, analyze, and design the above-mentioned forma-
tion tracking control problem with multiple coordination layers is a complex
problem that needs to be further solved. The existing formation-containment
control approaches cannot effectively control the macroscopic trajectory of the
swarm system effectively, so they cannot meet the needs of many practical
applications. It is significant and challenging to give the mathematical defini-
tion and control framework of formation-containment tracking, describe the
overall reference trajectory of the swarm effectively, and further propose a dis-
tributed formation-containment tracking controller and an algorithm to deter-
mine control parameters. Therefore, formation-containment tracking control
for high-order heterogeneous swarm systems with different intra-layer cooper-
ative control objectives and inter-layer coordination couplings is a challenging
problem to be investigated.

1.4 Contents and Outline

Time-varying formation tracking control problems for high-order hetero-
geneous swarm systems are studied in this book, and the specific coopera-
tive control objects can be divided into formation tracking control with a
single leader, formation tracking control with multiple leaders, and formation-
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containment tracking control. Distributed controller design, stability analysis,
and simulation/experiment results on these specific formation tracking prob-
lems are provided in this book.

This book includes nine chapters, and the contents and outline are given
in Fig. 1.3. From the perspective of the dynamics of each agent, homogeneous
swarm systems are considered in Chapter 3, and weak heterogeneous swarm
systems with different disturbances are studied in Chapter 4. Chapters 5–7
focus on general heterogeneous swarm systems, where each agent can have
a completely different dynamics in both model matrix and state dimension.
Experiment results on formation tracking for UAV and UGV swarm systems
are given in Chapter 8.

FIGURE 1.3: Chapter structure diagram.

Chapter 1. Introduction. The scientific and engineering background of
formation tracking control, literature review, key problems and challenges,
and the main contents and outline of the book are given.

Chapter 2. Preliminaries. Basic definitions, concepts, and results on
graph theory, matrix theory, inequality theory, linear and non-linear system
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theory, and finite-time stability theory are introduced. Besides, from the for-
mation control level, the dynamics models of unmanned vehicles including
UAVs and UGVs are given respectively.

Chapter 3. Formation tracking control for homogeneous swarm
systems. Time-varying formation analysis and design problems for homo-
geneous swarm systems with general linear dynamics and switching directed
interaction topologies are investigated firstly. Necessary and sufficient condi-
tions to achieve time-varying formations are proposed, where a description of
the feasible time-varying formation set and approaches to expand the feasible
formation set are given. An algorithm to design the formation control protocol
for homogeneous swarm systems is presented. Then, time-varying formation
tracking problems for homogeneous linear swarm systems with multiple lead-
ers are studied based on the well-informed follower assumption. A formation
tracking protocol is constructed using only neighbouring relative information.
Necessary and sufficient conditions for swarm systems with multiple leaders
to achieve time-varying formation tracking are proposed by utilizing the prop-
erties of the Laplacian matrix. An approach to design the formation tracking
protocol is presented by solving an algebraic Riccati equation.

Chapter 4. Formation tracking control for swarm systems with
heterogeneous disturbances. Time-varying formation tracking control
problems for weak heterogeneous swarm systems with matched/mismatched
disturbances are studied respectively. For the case with matched disturbances,
a robust adaptive time-varying formation tracking protocol and an algorithm
to design the parameters in a distributed manner are proposed. Then, forma-
tion tracking feasible conditions, an approach to expand the feasible forma-
tion set, and sufficient conditions to achieve the desired formation tracking are
given. For the case with mismatched disturbances, based on the finite-time dis-
turbance observer, the integral sliding mode control, and the super-twisting
algorithm, a continuous time-varying formation tracking protocol using the
neighbouring interaction is presented, and the finite-time convergence of the
formation tracking errors is proved.

Chapter 5. Formation tracking control for heterogeneous swarm
systems with a non-autonomous leader. Time-varying output forma-
tion control of high-order heterogeneous swarm systems with layered archi-
tecture is proposed firstly. An algorithm to design controller parameters and
the time-varying formation feasibility conditions with heterogeneous dynamics
are given. Then, considering a non-autonomous leader with unknown input,
time-varying formation tracking problem for heterogeneous swarm systems is
further studied. Based on the output regulation control and the sliding mode
control, a hierarchical formation tracking control strategy composed of the
distributed observer and the local tracking controller is provided. Using the
neighbouring interaction, a distributed formation tracking protocol with the
adaptive compensation capability for the unknown input of the leader is pro-
posed. Considering the features of heterogeneous dynamics, the time-varying
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formation tracking feasible constraints are provided, and a compensation in-
put is applied to expand the feasible formation set.

Chapter 6. Formation tracking control for heterogeneous swarm
systems with multiple leaders. For high-order heterogeneous swarm sys-
tems with multiple leaders, time-varying formation tracking control problems
with directed switching topologies and multiple leaders’ incomplete infor-
mation are investigated respectively. For the case with directed switching
topologies, based on the well-informed follower assumption, a distributed time-
varying output formation tracking protocol is designed. Sufficient conditions
to achieve formation tracking with multiple leaders are given by using the
piecewise Lyapunov stability theory. Furthermore, the well-informed follower
assumption is removed, and the formation tracking problems with incomplete
information of multiple leaders are discussed. A distributed observer is de-
signed for each follower to estimate the dynamical matrices and the states
of multiple leaders, and an adaptive algorithm is proposed to solve the reg-
ulator equations in finite time. Then, a fully distributed time-varying output
formation tracking protocol and a design algorithm are proposed. It is proved
that the desired formation tracking with multiple leaders can be achieved
by heterogeneous swarm systems without requiring the well-informed follower
assumption.

Chapter 7. Formation-containment tracking control for heteroge-
neous swarm systems. For high-order heterogeneous swarm systems with
different intra-layer cooperative control objectives and inter-layer coordina-
tion couplings, the definition and the framework of formation-containment
tracking control are presented. A tracking-leader with time-varying input is
applied to generate the macroscopic reference trajectory for the whole swarm
systems. Considering the influences of switching topologies, based on the ro-
bust adaptive estimation approach and the predefined containment control
strategy, a distributed formation-containment tracking protocol and a multi-
step design algorithm are proposed. With inter-layer coordination couplings,
sufficient conditions for heterogeneous swarm systems on switching graphs to
achieve formation-containment tracking are given.

Chapter 8. Experiments on formation tracking for UAV and
UGV swarm systems. Time-varying formation tracking control approaches
proposed in the previous chapters are applied to practical cooperative exper-
iment platforms composed of UAVs and UGVs. How to modify the general
formation controllers to meet the characteristics of UAV and UGV swarm
system is given, and the formation controller design and stability analysis are
provided. Then, the system composition, hardware structure, and software
framework of the experimental platform are introduced. Several formation
tracking experiments are carried out for UAV and UGV swarm system to
further verify the effectiveness of the theoretical results.

Chapter 9. Conclusions and future prospects. The whole work of this
book is summarized and some remaining open problems that require further
investigation are discussed.
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1.5 Conclusions

In this chapter, the backgrounds and motivations of formation tracking
control for heterogeneous swarm systems were given firstly. Then, literature
reviews on formation control of swarm systems were presented. Key problems
and challenges to be investigated were provided. Finally, the main contents
and outline of this book were introduced.



Chapter 2

Preliminaries

This chapter introduces the basic concepts and results for graph theory,
algebra and matrix theory, linear and non-linear system theory, and finite-
time stability theory, which will be used in the following chapters. In addition,
from the formation control level, the dynamics models of unmanned vehicles
including UAVs and UGVs are given, respectively.

2.1 Notations

As shown in Table 2.1, the following notations will be used in this book.

2.2 Graph Theory

The interaction topology in swarm systems can be denoted by a graph
G = {V, E ,W}, where V = {v1, v2, . . . , vN} is the set of nodes, E ⊆
{(vi, vj) : vi, vj ∈ V ; i 6= j} is the set of edges, and W = [wij ] ∈ RN×N de-
notes the adjacency matrix with non-negative weights wij . Let εij = (vi, vj)
represent an edge from vi to vj in the graph G. A directed path from v1 to vk
is a sequence of ordered edges (v1, v2), (v2, v3), . . . , (vk−1, vk). For two graphs
Gs and G, if Vs ⊆ V and Es ⊆ E , then Gs is said to be a subgraph of G.

The weight wij > 0 if and only if εji ∈ E , and wij = 0 otherwise. Let
Ni = {vj ∈ V : (vj , vi) ∈ E} denote the set of neighbours of node vi. The in-
degree matrix of G is defined as D = diag {degin (v1) , . . . ,degin (vN )}, where

degin (vi) =
∑N
j=1 wij (i = 1, 2, . . . , N) is the in-degree of node vi. The Lapla-

cian matrix L is defined as L = D −W.
A graph G is said to be undirected if εij ∈ E implies εji ∈ E and wij = wji.

An undirected graph is connected if there is an undirected path between every
pair of distinct nodes. A directed graph is said to have a spanning tree if there
is a root node which has at least one directed path to every other node. A
directed graph is strongly connected if there is a directed path from every
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TABLE 2.1: Notations used in this book.
N set of natural numbers
R set of real numbers
C set of complex numbers
Rn set of n× 1 dimension real vectors
Rn×m set of n×m dimension real matrices
Re (s) real part of a complex number s
Im (s) imaginary part of a complex number s
In n× n dimension identity matrix
1N N × 1 vector with all elements being 1
0 zero number, vector, or matrix with matched dimensions
AT transpose of a real matrix A
AH conjugate transpose of a complex matrix A
rank (A) rank of a matrix A
λi(A) the i-th eigenvalue of a matrix A
‖ · ‖1 1-norm of a vector or matrix
‖ · ‖ 2-norm of a vector or matrix
‖ · ‖∞ ∞-norm of a vector or matrix
diag {d1, . . . , dn} block diagonal matrix with diagonal blocks being di
Q > 0 a positive definite matrix Q
Q > 0 a positive semi-definite matrix Q
Q < 0 a negative definite matrix Q
Q 6 0 a negative semi-definite matrix Q
λmin (Q) minimum eigenvalue of Q
λmax (Q) maximum eigenvalue of Q
f (k)(t) k times derivative of a function f(t)
sgn(·) sign function

sigβ(x) sgn(x)|x|β
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node to every other node. Two graph examples are given in Fig. 2.1, where
the first one is a connected undirected graph and the second one is a directed
graph with spanning tree.

(a) A connected undirected
graph

(b) A directed graph with span-
ning tree

FIGURE 2.1: Examples for undirected and directed graphs.

The properties of Laplacian matrix L on undirected graph and directed
graph are given in the following lemmas.

Lemma 2.1 ([18]). For an undirected graph G with N nodes, it follows that
1) L has at least one 0 eigenvalue with 1N being the associated eigenvector,

i.e., L1N = 0.
2) If G is connected, then 0 is a simple eigenvalue of L, and all the other

N − 1 eigenvalues are positive.

Lemma 2.2 ([19]). For a directed graph G with N nodes, it follows that
1) L has at least one 0 eigenvalue with 1N being the associated eigenvector,

i.e., L1N = 0.
2) If G has a spanning tree, then 0 is a simple eigenvalue of L, and all the

other N − 1 eigenvalues have positive real parts.

2.3 Algebra and Matrix Theory

For matrices A = [aij ] ∈ Rp×q and B ∈ Rm×n, the Kronecker product is
defined as

A⊗B =


a11B a12B · · · a1qB
a21B a22B · · · a2qB

...
...

. . .
...

ap1B ap2B · · · apqB

 ∈ Rpm×qn.
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For matrices A, B, C, and D with appropriate dimensions, the Kronecker
product has the following properties [121]:

1) A⊗ (B + C) = A⊗B +A⊗ C.
2) (A⊗B)T = AT ⊗BT .
3) (A⊗B)(C ⊗D) = (AC)⊗ (BD).
4) (A⊗B)−1 = A−1 ⊗B−1.
5) ‖A⊗B‖ = ‖A‖‖B‖.

Lemma 2.3 ([122]). Let x and y denote two non-negative real numbers, and
positive constants p and q satisfy 1

p + 1
q = 1. Then, it can be verified that

xy 6
xp

p
+
yq

q
.

Lemma 2.4 ([122]). For any xi ∈ R (i = 1, 2, . . . , n) and 0 < α 6 1, it holds
that (

n∑
i=1

|xi|

)α
6

n∑
i=1

|xi|α 6 n1−α

(
n∑
i=1

|xi|

)α
.

Lemma 2.5 ([123]). For χ ∈ R and ζ ∈ R, if η1 > 0 and η2 > 0, then

|χ|η1 |ζ|η2 6
η1|χ|η1+η2

η1 + η2
+
η2|ζ|η1+η2

η1 + η2
.

Lemma 2.6 (Schur complement [124]). For a given symmetric matrix Q =[
Q11 Q12

QT12 Q22

]
∈ Rn×n, where Q11 ∈ Rr×r, the following three conditions are

equivalent:
1) Q < 0.
2) Q11 < 0, Q22 −QT12Q

−1
11 Q12 < 0.

3) Q22 < 0, Q11 −Q12Q
−1
22 Q

T
12 < 0.

2.4 Linear and Non-linear System Theory

The linear time-invariant system is described by{
ẋ(t) = Ax(t) +Bu(t),
y(t) = Cx(t),

(2.1)

where x(t) ∈ Rn, u(t) ∈ Rm, and y(t) ∈ Rq represent the state, control input,
and output, respectively. Let A ∈ Rn×n, B ∈ Rn×m, and C ∈ Rq×n denote
the system matrix, input matrix, and output matrix, respectively.



Preliminaries 25

Definition 2.1. For any initial state x(0) in the space Rn, if there exists
control input u(t) such that the state x(t) of system (2.1) can converge to the
origin in a finite time, then system (2.1) is controllable or (A,B) is control-
lable.

Lemma 2.7 ([125]). If rank[B,AB, ..., An−1B] = n, then (A,B) is control-
lable.

Lemma 2.8 ([125]). If rank[sI −A,B] = n (∀s ∈ C), then (A,B) is control-
lable.

Definition 2.2. If any initial state x(0) of system (2.1) can be determined by
the control input u(t) and output y(t) uniquely in a finite time, then system
(2.1) is observable or (C,A) is observable.

Lemma 2.9 ([125]). If rank[CT , ATCT , ..., (An−1)TCT ]T = n, then (C,A) is
observable.

Lemma 2.10 ([125]). If rank[sI − AT , CT ]
T

= n (∀s ∈ C), then (C,A) is
observable.

Definition 2.3. For a matrix A ∈ Cn×n, if all the eigenvalues of A have
negative real parts, then A is called a Hurwitz matrix.

Definition 2.4. If there is a matrix K ∈ Rm×n such that A+BK is Hurwitz,
then system (2.1) is stabilizable or (A,B) is stabilizable.

Lemma 2.11 ([126]). System (2.1) is stabilizable if and only if

rank[sI −A,B] = n (∀s ∈ C+),

where C+ = {s| s ∈ C,Re (s) > 0}.

Definition 2.5. If there is a matrix F ∈ Rn×q such that A+FC is Hurwitz,
then system (2.1) is detectable or (C,A) is detectable.

Lemma 2.12 ([126]). System (2.1) is detectable if and only if

rank[sI −AT , CT ]T = n (∀s ∈ C+).

In the following, the stability of autonomous non-linear systems will be
given.

Definition 2.6 ([127]). Consider the autonomous system

ẋ = f(x) , (2.2)

where f : D → Rn is a locally Lipschitz map from a domain D ⊂ Rn into Rn.
The equilibrium point x = 0 of (2.2) is stable if, for each ε > 0, there exists
δ = δ(ε) > 0 such that

‖x(0)‖ < δ ⇒ ‖x(t)‖ < ε, ∀t > 0.
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The equilibrium point x = 0 of (2.2) is asymptotically stable if it is stable and
δ can be chosen such that

‖x(0)‖ < δ ⇒ lim
t→∞

x (t) = 0.

The equilibrium point x = 0 of (2.2) is globally asymptotically stable if it is
asymptotically stable for all initial states.

Lemma 2.13 ([127]). Let x = 0 be an equilibrium point for (2.2) and D ⊂ Rn
be a domain containing x = 0. Let V : D → R be a continuously differentiable
function such that

V(0) = 0, V(x) > 0 in D − {0},

V̇(x) 6 0 in D,

then x = 0 is stable. Furthermore, if

V̇(x) < 0 in D − {0},

then x = 0 is asymptotically stable.

Lemma 2.14 ([127]). Let x = 0 be an equilibrium point for (2.2). Let V :
Rn → R be a continuously differentiable function such that

V(0) = 0 and V(x) > 0, ∀x 6= 0,

‖x‖ → ∞⇒ V(x)→∞,

V̇(x) < 0, ∀x 6= 0,

then x = 0 is globally asymptotically stable.

Lemma 2.15 ([126]). For the autonomous linear system ẋ(t) = Ax(t), the
following four conditions are equivalent:

1) The system is asymptotically stable.
2) The matrix A is Hurwitz.
3) For any given positive definite matrix Q, the Lyapunov equation ATP +

PA = −Q has positive definite solution P .
4) There exists a positive definite matrix P such that ATP + PA < 0.

Lemma 2.16 (LaSalle’s invariance principle, [127]). Define Ω ⊂ D as a
positively invariant compact set with respect to (2.2). Let V : D → R denote
a continuously differentiable function which satisfies V̇ (x) 6 0 in Ω. The set
of all points in Ω where V̇ (x) = 0 is represented by E. Let M be the largest
invariant set in E. Then, each solution starting in Ω will approach M when
t→∞.
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Lemma 2.17 ([127]). Let x = 0 be an equilibrium point for (2.2). Define
V : D → R as a continuously differentiable positive definite function in D

including the origin x = 0, where V̇ (x) 6 0. Let S = {x ∈ D
∣∣∣V̇ (x) = 0}

and suppose that no solution can stay identically in S, other than the trivial
solution x(t) ≡ 0. Then, the origin is asymptotically stable.

Lemma 2.18 ([127]). Let x = 0 be an equilibrium point for (2.2). Define
V : Rn → R as a continuously differentiable, radially unbounded, positive

definite function, where V̇ (x) 6 0 for all x ∈ Rn. Let S = {x ∈ Rn
∣∣∣V̇ (x) = 0}

and suppose that no solution can stay identically in S, other than the trivial
solution x(t) ≡ 0. Then, the origin is globally asymptotically stable.

Lemma 2.19 ([127]). Let x = 0 be an equilibrium point for the non-linear
system ẋ = f (x), where f : D → Rn is continuously differentiable and D is a
neighbourhood of the origin. Let

A =
∂f

∂x
(x)

∣∣∣∣
x=0

.

Then, the origin is asymptotically stable if Reλi < 0 for all eigenvalues of A.

The stability of non-autonomous systems will be further introduced.

Definition 2.7 ([127]). A continuous function α : [0, a) → [0,∞) is said to
belong to class K if it is strictly increasing and α (0) = 0. It is said to belong
to class K∞ if a = ∞ and α (r) → ∞ as r → ∞. A continuous function
β : [0, a) × [0,∞) → [0,∞) is said to belong to class KL if, for each fixed s,
the mapping β(r, s) belongs to class K with respect to r and, for each fixed r,
the mapping β(r, s) is decreasing with respect to s and β(r, s)→ 0 as s→∞.

Definition 2.8 ([127]). Consider the non-autonomous system

ẋ = f(t, x), (2.3)

where f : [0,∞) ×D → Rn is piecewise continuous in t and locally Lipschitz
in x on [0,∞)×D, and D ⊂ Rn is a domain that contains the origin x = 0.
The equilibrium point x = 0 of (2.3) is

1) stable if, for each ε > 0, there exists δ = δ(ε, t0) > 0 such that

‖x(t0)‖ < δ ⇒ ‖x(t)‖ < ε, ∀t > t0 > 0.

2) asymptotically stable if it is stable and there exists a positive constant
c = c(t0) such that x(t)→ 0 when t→∞ for all ‖x (t0)‖ < c.

3) uniformly stable if and only if there exist a class K function α and a
positive constant c, independent of t0, such that

‖x(t)‖ 6 α (‖x(t0)‖), ∀t > t0 > 0, ∀ ‖x(t0)‖ < c. (2.4)
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4) uniformly asymptotically stable if and only if there exist a class KL
function β and a positive constant c, independent of t0, such that

‖x(t)‖ 6 β (‖x(t0)‖, t− t0), ∀t > t0 > 0, ∀ ‖x(t0)‖ < c. (2.5)

5) globally uniformly asymptotically stable if and only if the inequality (2.5)
is satisfied for any initial state x(t0).

6) exponentially stable if there exist positive constants c, k, and λ such
that

‖x(t)‖ 6 k ‖x(t0)‖ e−λ(t−t0), ∀ ‖x(t0)‖ < c. (2.6)

7) globally exponentially stable if (2.6) is satisfied for any initial state x(t0).

Lemma 2.20 ([127]). Let x = 0 be an equilibrium point for (2.3). Define
V : [0,∞)×D → R as a continuously differentiable function such that ∀t > 0
and ∀x ∈ D

W1(x) 6 V (t, x) 6W2(x), (2.7)

∂V

∂t
+
∂V

∂x
f(t, x) 6 0, (2.8)

where W1(x) and W2(x) are continuous positive definite functions on D. Then,
x = 0 is uniformly stable. Furthermore, the inequality (2.8) is strengthened to

∂V

∂t
+
∂V

∂x
f(t, x) 6 −W3 (x), (2.9)

where W3(x) is a continuous positive definite function on D. Then, x = 0
is uniformly asymptotically stable. Moreover, if r and c are chosen such that
Br = {‖x‖ 6 r} ⊂ D and c < min‖x‖=rW1 (x), then each trajectory starting
in {x ∈ Br |W2 (x) 6 c} satisfies

‖x(t)‖ 6 β (‖x(t0)‖, t− t0), ∀t > t0 > 0,

for some class KL function β. Finally, if D = Rn and W1(x) is radially
unbounded, then x = 0 is globally uniformly asymptotically stable.

Lemma 2.21 ([127]). Let x = 0 be an equilibrium point for (2.3). Define
V : [0,∞)×D → R as a continuously differentiable function such that ∀t > 0
and ∀x ∈ D

k1‖x‖a 6 V (t, x) 6 k2‖x‖a,
∂V

∂t
+
∂V

∂x
f (t, x) 6 −k3‖x‖a,

where k1, k2, k3, and a are positive constants. Then, x = 0 is exponentially
stable. If the assumptions hold globally, then x = 0 is globally exponentially
stable.
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Definition 2.9 ([127]). The solutions of (2.3) are
1) uniformly bounded if there exists a positive constant c, independent of

t0 > 0, and for every a ∈ (0, c), there exists β = β (a) > 0, independent of t0,
such that

‖x(t0)‖ 6 a⇒ ‖x(t)‖ 6 β, ∀t > t0. (2.10)

2) globally uniformly bounded if (2.10) holds for arbitrarily large a.
3) uniformly ultimately bounded with ultimate bound b if there exist positive

constants b and c, independent of t0 > 0, and for every a ∈ (0, c), there exists
T = T (a, b) > 0, independent of t0, such that

‖x(t0)‖ 6 a⇒ ‖x(t)‖ 6 b, ∀t > t0 + T. (2.11)

4) globally uniformly ultimately bounded if (2.11) holds for any arbitrarily
large a.

Lemma 2.22 ([127]). Let D ⊂ Rn be a domain containing the origin and
V : [0,∞)×D → R be a continuously differentiable function such that ∀t > 0
and ∀x ∈ D

α1 (‖x‖) 6 V (t, x) 6 α2 (‖x‖), (2.12)

∂V

∂t
+
∂V

∂x
f (t, x) 6 −W3 (x), ∀ ‖x‖ > µ > 0, (2.13)

where α1 and α2 are class K functions and W3(x) is a continuous positive
definite function. Choose r > 0 such that Br ⊂ D and suppose that µ <
α−1

2 (α1 (r)). Then, there exists a class KL function β and for each initial state
x (t0) which satisfies ‖x (t0)‖ 6 α−1

2 (α1 (r)), there exists T = T (x (t0) , µ) > 0
such that the solution of (2.3) satisfies

‖x(t)‖ 6 β (‖x(t0)‖, t− t0), ∀t0 6 t 6 t0 + T, (2.14)

‖x(t)‖ 6 α−1
1 (α2 (µ)), ∀t > t0 + T. (2.15)

Moreover, if D = Rn and α1 belongs to class K∞, then (2.14) and (2.15) hold
for any initial state x (t0).

The input-to-state stability is to be presented in the following.

Definition 2.10 ([127]). Consider the system

ẋ = f(t, x, u), (2.16)

where f : [0,∞) × Rn × Rm → Rn is piecewise continuous in t and locally
Lipschitz in x and u. The input u(t) is a piecewise continuous bounded function
of t for all t > 0. The system (2.16) is said to be input-to-state stable if there
exist a class KL function β and a class K function γ such that for any initial
state x (t0) and any bounded input u (t), the solution x (t) exists for all t > t0
and satisfies

‖x(t)‖ 6 β (‖x(t0)‖ , t− t0) + γ

(
sup

t06τ6t
‖u (τ)‖

)
. (2.17)
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Lemma 2.23 ([127]). Let V : [0,∞)×Rn → R be a continuously differentiable
function such that ∀ (t, x, u) ∈ [0,∞)× Rn × Rm

α1 (‖x‖) 6 V (t, x) 6 α2 (‖x‖), (2.18)

∂V

∂t
+
∂V

∂x
f (t, x, u) 6 −W3 (x), ∀ ‖x‖ > ρ (‖u‖) > 0, (2.19)

where α1 and α2 are class K∞ functions, ρ is a class K function, and W3 (x)
is a continuous positive definite function on Rn. Then, the system (2.16) is
input-to-state stable with γ = α−1

1 ◦ α2 ◦ ρ.

Lemma 2.24 ([127]). If A is Hurwitz, then system (2.1) is input-to-state
stable. Moreover, for an input-to-state stable system (2.1), if limt→∞ u(t) = 0,
then it holds that limt→∞ x(t) = 0.

Lemma 2.25 (Comparison Lemma, [127]). Consider the scalar differential
equation

u̇ = f (t, u), u (t0) = u0,

where f(t, u) is continuous in t and locally Lipschitz in u, for all t > 0 and all
u ∈ J ⊂ R. Let [t0, T ) (T could be infinity) be the maximal interval of existence
of the solution u (t), and suppose u (t) ∈ J for all t ∈ [t0, T ). Let v (t) be a
continuous function whose upper right-hand derivative D+v (t) satisfies the
differential inequality

D+v (t) 6 f (t, v(t)), v (t0) 6 u0

with v (t) ∈ J for all t ∈ [t0, T ). Then, v (t) 6 u (t) for all t ∈ [t0, T ).

Lemma 2.26 (Barbalat lemma, [127]). For a differentiable function g(t), if
g(t) exists a finite limit when t → ∞ and ġ (t) is uniformly continuous, then
limt→∞ ġ (t) = 0.

2.5 Finite-time Stability Theory

Consider the following autonomous system:

ẋ(t) = f (x(t)), x (0) = x0, (2.20)

where x(t) ∈ Rn is the state, and f : D → Rn is continuous on an open
neighbourhood D ⊆ Rn of the origin with f(0) = 0.
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Definition 2.11. If the origin of system (2.20) is Lyapunov stable, and there
exist an open neighbourhood U ⊆ D and a positive convergence-time function
T (x0) : U → R for all x (0) ∈ U\{0} such that

limt→T (x0)x (t) = 0,

x (t) = 0, ∀t > T (x0),

then the origin of system (2.20) is a finite-time stable equilibrium. Moreover,
if U = D = Rn, the origin is a global finite-time stable equilibrium.

Lemma 2.27 ([128]). For system (2.20), suppose that there is a continu-
ous differentiable positive definite function V (x) ∈ R. If there exist positive
constants c and 0 < α < 1 such that

V̇ (x) + cV α(x) 6 0, x ∈ U\{0},

then the origin of system (2.20) is finite-time stable. In addition, the upper
bound of convergence-time function T (x0) can be estimated by

T (x0) 6
V 1−α (x0)

c (1− α)
.

2.6 Dynamics Models of Unmanned Vehicles

In practical applications, a group of UAVs and UGVs are the typical rep-
resentatives for cross-domain heterogeneous swarm systems. Quadrotor UAVs
and Mecanum wheel UGVs will be chosen to verify the proposed formation
tracking approaches in this book. Before the controller design and analysis,
how to build the simplified dynamics models of UAVs and UGVs in the for-
mation control level is given in this section.

Firstly, let us consider the quadrotor UAV as shown in Fig. 2.2. Let
On−XnYnZn and Ob−XbYbZb denote the inertial frame and the body frame,
respectively. A quadrotor UAV has four actuators, and each actuator is com-
posed of motor and propeller. The thrust and the torque generated by the
spinning of propellers are the main control inputs for a quadrotor. For the
i-th rotor (i = 1, 2, 3, 4), the thrust Ti and the torque Mi can be described by

Ti = cTw
2
i , (2.21)

Mi = cMw
2
i , (2.22)

where wi is the rotation speed of the i-th rotor, and cT and cM are the lumped
thrust coefficient and torque coefficient, respectively.

Based on the thrust and the torque of each rotor, we will build a control
allocation model which can give the control force and the control moments
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FIGURE 2.2: Structure diagram of a quadrotor UAV.

for a quadrotor. As shown in Fig. 2.2, the quadrotor UAV considered in this
section has a ‘+’ configuration. Assume that the distance between the body
centre and each rotor is denoted by L. Then, the total control thrust and
moments for the quadrotor can be described by

u1

u2

u3

u4

=


T1 + T2 + T3 + T4

L (T2 − T4)
L (T1 − T3)

M1 −M2 +M3 −M4

=


cT cT cT cT
0 LcT 0 −LcT
LcT 0 −LcT 0
cM −cM cM −cM



w2

1

w2
2

w2
3

w2
4

 ,
(2.23)

where u1 is the total control thrust, and u2, u3, and u4 are the control moments
with respect to ObXb, ObYb, and ObZb axes, respectively.

Define x, y, and z as the positions of the centre of mass for the UAV in the
inertial frame. Let φ, θ, and ψ represent the roll, pitch, and yaw Euler angles,
respectively. The position and attitude dynamics of the quadrotor UAV can
be described by 

ẍ = (− sinφ sinψ − cosφ sin θ cosψ)
u1

m

ÿ = (− cosφ sin θ sinψ + sinφ cosψ)
u1

m

z̈ = − cosφ cos θ
u1

m
+ g

φ̈ =
u2

Ixx
+ θ̇ψ̇

Iyy − Izz
Ixx

θ̈ =
u3

Iyy
+ φ̇ψ̇

Izz − Ixx
Iyy

ψ̈ =
u4

Izz
+ φ̇θ̇

Ixx − Iyy
Izz

(2.24)

where m is the mass, g is the gravitational acceleration, and Ixx, Iyy, and
Izz are the moments of inertia with respect to ObXb, ObYb, and ObZb axes in
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the body frame. Moreover, for another multi-rotor UAV with different con-
figuration, such as a quadrotor with ‘x’ configuration or a hexarotor, only
the control allocation model (2.23) needs to be adjusted, and the dynamics
model (2.24) still has the same form, which makes the proposed models for
multi-rotor UAV general and practical.

In the following, the simplified model of a quadrotor UAV around the
hovering state will be introduced, where φ ≈ 0, φ̇ ≈ 0, θ ≈ 0, θ̇ ≈ 0, ψ̇ ≈ 0,
and u1 ≈ mg. Let ∆u1 = u1 −mg. Then, the dynamics model (2.24) can be
simplified as 

ẍ = (−φ sinψ − θ cosψ) g

ÿ = (−θ sinψ + φ cosψ) g

z̈ = −u1

m
+ g = −∆u1

m

φ̈ =
u2

Ixx

θ̈ =
u3

Iyy

ψ̈ =
u4

Izz

(2.25)

From (2.25), we can see that the height, roll, pitch, and yaw channels of a
quadrotor UAV can be controlled by u1, u2, u3, and u4 separately and they
all have a double integrator model. Besides, for a fixed yaw angle ψ, the
positions x and y in the XY plane can be determined by the roll angle φ and
the pitch angle θ.

Based on the above observation, the control of a quadrotor UAV can be
implemented with an inner-loop and outer-loop structure [129,130], where the
outer-loop drives the UAV towards the desired position while the inner-loop
tracks the attitude. In the formation control level, we usually focus on the
relative position and velocity relationship between different quadrotor UAVs.
Due to the fact that the trajectory dynamics have much larger time constants
than the attitude dynamics, the formation tracking controller can be designed
in the outer-loop for simplification. Fig. 2.3 shows the control scheme for the
two-loop formation tracking structure in the XY plane.

FIGURE 2.3: Two-loop formation tracking control architecture for the UAV
swarm system in the XY plane.
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Assume that a UAV swarm system is composed of N quadrotors. For
the i-th quadrotor (i = 1, 2, . . . , N), let pi = [pXi, pY i]

T ∈ R2 and vi =
[vXi, vY i]

T ∈ R2 denote the position and velocity vectors in the XY plane,
respectively. If the dynamic process of the attitude inner-loop can be ig-
nored and define ui = [uXi, uY i]

T , uXi = (−φi sinψi − θi cosψi) g, and
uY i = (−θi sinψi + φi cosψi) g, then from (2.25), we can obtain the approxi-
mate UAV dynamics model in the formation control level as follows{

ṗi = vi,

v̇i = ui.
(2.26)

Moreover, if the influence of damping is considered, we can revise the model
(2.26) as {

ṗi = vi,

v̇i = αpipi + αvivi + ui,
(2.27)

where αpi and αvi are two damping constants. By assigning different αpi and
αvi, the model (2.27) can reflect approximately the dynamic response process
of a quadrotor UAV.

In the following, the dynamics model of a Mecanum wheel UGV will be
given. One prominent advantage of Mecanum wheel UGV is the omnidirec-
tional movement ability.

Xc1

Yc1

Xc4

Yc4

Xc2

Yc2

Xc3

Yc3

ly

lx

Mecanum wheel 
UGV 

YG

XG

YG
Y

XG

X

θ 

Yc

Xc

α 

ωm1 
ωm2 

ωm3 ωm4 

FIGURE 2.4: Structure diagram of a Mecanum wheel UGV.

Fig. 2.4 shows the structure diagram of a Mecanum wheel UGV. Let
O − XY and OG − XGYG denote the inertial frame and the body frame,
respectively. The control inputs of the UGV are the rotation speeds of four
wheels, i.e., ωm1, ωm2, ωm3, and ωm4. The angle between the roll shaft and
the axle of Mecanum wheel is denoted by α. Let vx and vy denote the veloc-
ities of mass centre along the OGXG-axis and OGYG-axis in the body frame,
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respectively. The yaw angle is denotes by θ. Define the angular velocity of
UGV as ω. Then, we can use vx, vy, and ω to describe the three degrees of
freedom movement for the UGV in the XY plane.

To guarantee that vx, vy, and ω can be controlled separately, the angle
αi of four wheels are usually chosen as α1 = 45◦, α2 = −45◦, α3 = 45◦,
and α4 = −45◦ in practical applications. Then, the kinematics relationship
between the Mecanum wheels and the UGV body can be described by vx

vy
ω

=

 R
4 tanα −R4 tanα −R4 tanα R

4 tanα
R
4

R
4

R
4

R
4

− R tanα
4(lx+ly)

R tanα
4(lx+ly) − R tanα

4(lx+ly)
R tanα

4(lx+ly)



ωm1

ωm2

ωm3

ωm4

 , (2.28)

where R is the radius of Mecanum wheel, and lx and ly represent the distances
between the centre of a Mecanum wheel and the mass centre of UGV along
OGXG-axis and OGYG-axis, respectively.

Let (x, y) denote the position of the UGV in the inertial frame. Then, the
kinematics model can be denoted by

ẋ = vx cos θ − vy sin θ,

ẏ = vx sin θ + vy cos θ,

θ̇ = ω.

(2.29)

As shown in (2.29), we can use ω to control θ, and

[
cos θ − sin θ
sin θ cos θ

]
is in-

vertible for a given θ.
Assume that there exists a UGV swarm system with N Mecanum wheel

UGVs. When only relative position relationship is considered in the formation
control, the yaw angle θi of UAVs can be set to some constants. Let pi =
[pXi, pY i]

T ∈ R2 denote the position of the i-th UGV in the XY plane. Define
ui = [uXi, uY i]

T , where uXi = vxi cos θi − vyi sin θi and uY i = vxi sin θi +
vyi cos θi. Then, in the formation control level, the dynamics model of the i-th
Mecanum wheel UGV can be described by

ṗi = ui. (2.30)

Finally, when a heterogeneous UAV and UGV swarm system is considered,
we can unify the dynamics models (2.26), (2.27), and (2.30) into the following
heterogeneous linear system:{

ẋi = Aixi +Biui,

yi = Cixi,
(2.31)

where xi ∈ Rni , ui ∈ Rmi , and yi ∈ Rp denote the state, control input, and
output vectors, respectively. Since the swarm system is expected to achieve
output formation, all the robots are assumed to have the same output di-
mension. Specifically, for the i-th quadrotor UAV in the XY plane, it can
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be verified that xi = [pXi, vXi, pY i, vY i]
T , ui = [uXi, uY i]

T , yi = [pXi, pY i]
T ,

Ai = I2 ⊗
[

0 1
αpi αvi

]
, Bi = I2 ⊗

[
0

1

]
, and Ci = I2 ⊗

[
1 0

]
. For the i-th

Mecanum wheel UGV, we can obtain that xi = [pXi, pY i]
T , ui = [uXi, uY i]

T ,
yi = [pXi, pY i]

T , Ai = I2 ⊗ [0], Bi = I2, and Ci = I2.
In this book, we will focus on the high-order heterogeneous swarm system

(2.31) to design several formation tracking controllers and give the related
theoretical analysis. Then, based on UAV and UGV cooperative experiment
platform, a series of simulation and experiment results will be given to verify
the theoretical results.

2.7 Conclusions

Basic concepts and results for graph theory, algebra and matrix theory,
linear and non-linear system theory, and finite-time stability theory were in-
troduced in this chapter, which can be viewed as the related foundation for
the following chapters. Moreover, the dynamics models of quadrotor UAV and
Mecanum wheel UGV were built from the formation control level.



Chapter 3

Formation Tracking Control for
Homogeneous Swarm Systems

3.1 Introduction

Since homogeneous swarm system can be viewed as a special case of het-
erogeneous swarm system, this chapter will study the time-varying formation
control and formation tracking control problems for homogeneous swarm sys-
tems. The main object of this chapter is to introduce basic definitions and
control protocols for time-varying formation tracking problem, which can be
viewed as the research basis for subsequent chapters. Leaderless formation
control and leader-follower formation tracking problems will be discussed re-
spectively in this chapter, and the main contents are given as follows.

Time-varying formation control problems for homogeneous swarm systems
with switching directed interaction topologies are investigated firstly. Neces-
sary and sufficient conditions for general linear swarm systems on switching
graphs to achieve time-varying formations are proposed, where a description of
the feasible time-varying formation set and approaches to expand the feasible
formation set are given. An explicit expression of the time-varying formation
reference function is derived to describe the macroscopic movement of the
whole formation. An approach to assign the motion modes of the formation
reference is provided, and an algorithm to design the formation protocol is
presented. In the case where the given time-varying formation belongs to the
feasible formation set, it is proven that by designing the formation protocol us-
ing the proposed algorithm, time-varying formation can be achieved by swarm
systems with general linear dynamics and switching directed topologies if the
dwell time is larger than a positive threshold.

Furthermore, time-varying formation tracking problems for homogeneous
linear swarm systems with multiple leaders are studied, where the states of
followers form a predefined time-varying formation while tracking the con-
vex combination of the states of multiple leaders. Followers are classified into
well-informed ones and uninformed ones, where the neighbour set of the for-
mer contains all the leaders while the latter contains no leaders. A formation
tracking protocol is constructed using only neighbouring relative information.
Necessary and sufficient conditions for swarm systems with multiple leaders
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to achieve time-varying formation tracking are proposed by utilizing the prop-
erties of the Laplacian matrix, where the formation tracking feasibility con-
straints are also given. An approach to design the formation tracking protocol
is presented by solving an algebraic Riccati equation.

3.2 Formation Control with Switching Directed
Topologies

In this section, time-varying formation analysis and design problems for
general linear swarm systems on switching directed topologies are investigated.
Firstly, necessary and sufficient conditions to achieve time-varying formations
under the influences of switching directed topologies are proposed. Then, an
explicit expression of the time-varying formation reference function is derived
to describe the macroscopic movement of the whole formation. An approach to
assign the motion modes of the formation reference is provided. Moreover, an
algorithm consisting of four steps to design the formation protocol is presented.
It is proven that time-varying formation can be achieved by swarm systems
with general linear dynamics and switching directed topologies by using the
proposed controller if the dwell time is larger than a positive threshold. Finally,
numerical simulations are presented to demonstrate the effectiveness of the
theoretical results.

3.2.1 Problem Description

Consider a group of N homogeneous agents. Suppose that each agent has
the general linear dynamics described by

ẋi(t) = Axi(t) +Bui(t), i ∈ {1, 2, . . . , N}, (3.1)

where A ∈ Rn×n, B ∈ Rn×m, xi(t) ∈ Rn and ui(t) ∈ Rm are the state and the
control input of the i-th agent, respectively. The matrix B is of full column
rank, i.e., rank(B) = m, which means that the columns of B are independent
with each other and there exist no redundant control input components.

The directed interaction topology of the swarm system is assumed to be
switching and there exists an infinite sequence of uniformly bounded non-
overlapping time intervals [tk, tk+1) (k ∈ N), with t1 = 0, 0 < τ0 6 tk+1−tk 6
τ1, and N being the set of natural numbers. The time sequence tk (k ∈ N) is
called the switching sequence, at which the interaction topology changes. τ0
is named as the dwell time, during which the interaction topology keeps fixed.
Let σ(t) : [0,+∞)→ {1, 2, . . . , p} be a switching signal whose value at time t
is the index of the topology. Define Gσ(t) and Lσ(t) as the corresponding inter-
action topology and Laplacian matrix at σ(t). Let N i

σ(t) be the neighbour set

of the ith agent at σ(t). Consider the following assumption for the switching
graphs.
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Assumption 3.1. Each possible topology Gσ(t) contains a spanning tree.

The desired time-varying formation is specified by vector h(t) =
[hT1 (t), hT2 (t), . . . , hTN (t)]T ∈ RnN with hi(t) (i = 1, 2, . . . , N) piecewise contin-
uously differentiable. It should be pointed out that h(t) is only used to char-
acterize the desired time-varying formation rather than providing reference
trajectory for each agent to follow. Assume that hi(t) and ḣi(t) are uniformly
continuous.

Definition 3.1. Swarm system (3.1) is said to achieve time-varying forma-
tion h(t) if for any given bounded initial states, there exists a vector-valued
function r(t) ∈ Rn such that

lim
t→∞

(xi(t)− hi(t)− r(t)) = 0 (i = 1, 2, . . . , N),

where r(t) is called the formation reference function.

Definition 3.1 shows that hi (t) (i = 1, 2, . . . , N) can be used to specify the
desired formation configuration and r (t) is applied to describe the macroscopic
movement of the entire time-varying formation. An illustration example is
given to clarify the meanings of hi(t) and r(t) more clearly.

Illustrative example 3.1. Consider a swarm system with four agents. These
agents move in the XY plane and their positions are required to accomplish
a constant diamond formation with side length equal to

√
5l. To specify the

desired formation shape, the vector h = [h1, h2, h3, h4]T can be chosen as h1 =
[−l, 0]T , h2 = [0, 2l]T , h3 = [l, 0]T and h4 = [0,−2l]T . The geometric relation-
ships of xi (t), hi (i = 1, 2, 3, 4) and r(t) are shown in Fig. 3.1. If Definition 3.1
is satisfied, it follows from (3.3) that limt→∞((xi(t)− xj(t))− (hi − hj)) = 0
(i, j = 1, 2, 3, 4), which implies that the two diamonds specified by xi (t) and
hi are congruent. Thus, the expected diamond formation is accomplished by
the swarm system. Furthermore, when the formation is achieved, one can ob-
tain from Fig. 3.1 that hi stands for the offset of xi (t) relative to r(t) (i.e.,
hi = xi (t)− r (t)) and the formation reference function r(t) can be applied to
describe the macroscopic movement of the entire formation.

Consider the following time-varying formation control protocol with
switching directed interaction topologies:

ui(t)=K1xi(t) +K2 (xi(t)− hi(t))
+ αK3

∑
j∈Ni

σ(t)

wij ((xj(t)−hj(t))−(xi(t)−hi(t)))+vi(t), (3.2)

where i = 1, 2, . . . , N , K1, K2, K3 ∈ Rm×n are constant gain matrices, α
is the positive coupling strength, and vi(t) ∈ Rm represents the formation
compensation signal dependent on hi(t).
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FIGURE 3.1: Illustration example for a constant diamond formation.

Remark 3.1. In protocol (3.2), the gain matrix K1 and compensation signal
vi(t) (i = 1, 2, . . . , N) will be used to expand the feasible time-varying forma-
tion set. The gain matrix K2 will be used to specify the motion modes of the
time-varying formation reference r(t). The gain matrix K3 and the constant
α can be used to drive the states of swarm system (3.1) to achieve the de-
sired time-varying formation under switching directed topologies. It should be
pointed out that K1, K2, and vi(t) (i = 1, 2, . . . , N) are dispensable for swarm
system (3.1) to achieve some time-varying formations.

Let x(t) = [xT1 (t), xT2 (t), . . . , xTN (t)]T and v(t) = [vT1 (t), vT2 (t), . . . , vTN (t)]T .
Under protocol (3.2) with switching directed topologies, swarm system (3.1)
can be written in a compact form as follows

ẋ(t)=
(
IN ⊗ (A+BK1+BK2)−αLσ(t) ⊗BK3

)
x(t)

+
(
αLσ(t)⊗BK3−IN⊗BK2

)
h(t)+(IN⊗B) v(t).

(3.3)

This section mainly focuses on the following two problems for swarm sys-
tem (3.3) with switching directed interaction topologies: (i) under what con-
ditions the time-varying formation specified by h(t) can be achieved, and (ii)
how to design the formation control protocol (3.2).
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3.2.2 Time-varying Formation Analysis

In this subsection, firstly, necessary and sufficient conditions for swarm
system (3.3) with switching directed interaction topologies to achieve time-
varying formation specified by h(t) are presented. Then, an explicit expression
of the formation reference function is given to describe the macroscopic move-
ment of the whole formation.

Let φi(t) = xi(t) − hi(t) and φ(t) = [φT1 (t), φT2 (t), . . . , φTN (t)]T . Then,
swarm system (3.3) with switching directed interaction topologies can be
rewritten as

φ̇(t)=
(
IN ⊗ (A+BK1+BK2)−αLσ(t) ⊗BK3

)
φ(t)

+(IN⊗(A+BK1))h(t)−(IN ⊗ In) ḣ(t)+(IN⊗B) v(t).
(3.4)

Let U = [ũ1, Ũ ] ∈ RN×N be a non-singular matrix with ũ1 = 1N and
Ũ = [ũ2, ũ3, . . . , ũN ]. Let U−1 = [ūT1 , Ū

T ]T with Ū = [ūT2 , ū
T
3 , . . . , ū

T
N ]T

and ūi ∈ R1×N . Then one has U−1Lσ(t)U =

[
ū1

Ū

]
Lσ(t)

[
ũ1 Ũ

]
=[

0 ū1Lσ(t)Ũ

0 ŪLσ(t)Ũ

]
. If Assumption 3.1 is satisfied, it follows from Lemma 2.2

that all the eigenvalues of ŪLσ(t)Ũ have positive real parts, which means that

ŪLσ(t)Ũ is nonsingular.
Let θ(t) = (U−1 ⊗ In)φ(t) = [θT1 , θ

T
2 , . . . , θ

T
N ]T and ϑ(t) =

[θT2 , θ
T
3 , . . . , θ

T
N ]T . Then, swarm system (3.4) can be transformed into

θ̇1(t)=(A+BK1+BK2) θ1(t)−α(ū1Lσ(t)Ũ)⊗BK3ϑ(t)

+(ū1⊗(A+BK1))h(t)−(ū1⊗In)ḣ(t)+(ū1 ⊗B)v(t),
(3.5)

ϑ̇(t)=
(
IN−1 ⊗ (A+BK1+BK2)− α(ŪLσ(t)Ũ)⊗BK3

)
ϑ(t)

+
(
Ū ⊗ (A+BK1)

)
h(t)−(Ū ⊗ In)ḣ(t)+(Ū ⊗B)v(t).

(3.6)

Since rank(B) = m, there exists a non-singular matrix T = [B̃T , B̄T ]T

with B̃ ∈ Rm×n and B̄ ∈ R(n−m)×n such that B̃B = Im and B̄B = 0.
Let hij(t) = hi(t) − hj(t) and vij(t) = vi(t) − vj(t) (i, j ∈ {1, 2, . . . , N}).
The following theorem presents a necessary and sufficient condition for swarm
system (3.3) to achieve time-varying formation specified by h(t).

Theorem 3.1. Swarm system (3.3) with switching directed interaction topolo-
gies achieves time-varying formation specified by h(t) if and only if ∀i ∈
{1, 2, . . . , N}, the following formation feasibility condition holds

lim
t→∞

(
B̄Ahij(t)− B̄ḣij(t)

)
= 0, j ∈ N i

σ(t); (3.7)

and the switched linear system described by

˙̄ϑ(t)=
(
IN−1 ⊗ (A+BK1+BK2)−α(ŪLσ(t)Ũ)⊗BK3

)
ϑ̄(t), (3.8)

is asymptotically stable.
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Proof. Define auxiliary variables φC(t) and φC̄(t) as

φC(t) = (U ⊗ In)[θT1 (t), 0]T , (3.9)

φC̄(t) = (U ⊗ In)[0, ϑT (t)]T . (3.10)

It can be shown that [θT1 (t), 0]T = e1 ⊗ θ1(t), where e1 ∈ RN has 1 as its first
component and 0 elsewhere. Therefore,

φC(t) = (U ⊗ In) (e1 ⊗ θ1(t)) = Ue1 ⊗ θ1(t) = 1N ⊗ θ1(t). (3.11)

Note that θ(t) = [θT1 (t), ϑT (t)]T and φ(t) = (U ⊗ In)θ(t). From (3.9) and
(3.10), one has

φ(t) = φC(t) + φC̄(t). (3.12)

Since U ⊗ In is nonsingular, it follows from (3.9) and (3.10) that φC(t) and
φC̄(t) are linearly independent. From (3.11) and (3.12), one gets

φC̄(t) = φ(t)− 1N ⊗ θ1(t). (3.13)

From (3.10), (3.13) and the fact that U ⊗ In is nonsingular, one gets that
limt→∞(φ(t) − 1N ⊗ θ1(t)) = 0 if and only if limt→∞ϑ(t) = 0. Note that
φ(t) − 1N ⊗ θ1(t) can be rewritten as xi(t) − hi(t) − θ1(t) (i = 1, 2, . . . , N).
Therefore, swarm system (3.3) achieves time-varying formation if and only if

lim
t→∞

ϑ(t) = 0, (3.14)

which means that ϑ(t) describes the time-varying formation error. Note that
hi(t) and ḣi(t) are uniformly continuous. From (3.6), one gets that for any
given bounded initial states, (3.14) holds if and only if

lim
t→∞

(
(Ū ⊗B)v(t)+

(
Ū ⊗ (A+BK1)

)
h(t)−(Ū ⊗ In)ḣ(t)

)
= 0, (3.15)

and the switched linear system described by (3.8) is asymptotically stable.
In the following it will be proven that condition (3.15) is equivalent to

condition (3.7).
Necessity: If condition (3.7) holds, one has that ∀i ∈ {1, 2, . . . , N} and j ∈
N i
σ(t)

lim
t→∞

(
B̄(A+BK1)hij(t)− B̄ḣij(t) + B̄Bvij(t)

)
= 0. (3.16)

For any i ∈ {1, 2, . . . , N} and j ∈ N i
σ(t), one can find vi(t) and vj(t) satisfying

lim
t→∞

(
B̃(A+BK1)hij(t)− B̃ḣij(t) + vij(t)

)
= 0. (3.17)
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It follows from (3.16) and (3.17) that

lim
t→∞

(
T (A+BK1)hij(t)− T ḣij(t) + TBvij(t)

)
= 0. (3.18)

Pre-multiplying the both sides of (3.18) by T−1, one gets that ∀i ∈
{1, 2, . . . , N} and j ∈ N i

σ(t)

lim
t→∞

(
(A+BK1)hij(t)− ḣij(t) +Bvij(t)

)
= 0. (3.19)

From (3.19), one can obtain

lim
t→∞

((
Lσ(t)⊗(A+BK1)

)
h(t)−

(
Lσ(t) ⊗ In

)
ḣ(t)+

(
Lσ(t) ⊗B

)
v(t)

)
=0.

(3.20)

Substituting Lσ(t) = U

[
0 ū1Lσ(t)Ũ

0 ŪLσ(t)Ũ

]
U−1 into (3.20) and pre-multiplying

the both sides of (3.20) by U−1 ⊗ In lead to

lim
t→∞

((
ŪLσ(t)Ũ Ū⊗(A+BK1)

)
h(t)−

(
ŪLσ(t)Ũ Ū⊗In

)
ḣ(t)

+
(
ŪLσ(t)Ũ Ū⊗B

)
v(t)

)
=0.

(3.21)

Since ŪLσ(t)Ũ is invertible, pre-multiplying the both sides of (3.21) by

(ŪLσ(t)Ũ)−1 ⊗ In yields

lim
t→∞

((
Ū ⊗ (A+BK1)

)
h(t)−

(
Ū ⊗ In

)
ḣ(t) +

(
Ū ⊗B

)
v(t)

)
= 0,

that is, condition (3.15) is required.
Sufficiency: Recall that rank(Ū) = N − 1. Without loss of generality, let
Ū = [û, Û ], where û ∈ R(N−1)×1 and Û ∈ R(N−1)×(N−1) is of full rank. If
condition (3.15) holds, one has

lim
t→∞

([û, Û ]⊗B)v(t)+
(

[û, Û ]⊗(A+BK1)
)
h(t)−([û, Û ]⊗In)ḣ(t)=0.

(3.22)

Due to Ū1 = 0, one gets û = −Û1. Let ĥ(t) = [hT2 (t), hT3 (t), . . . , hTN (t)]T and
v̂(t) = [vT2 (t), vT3 (t), . . . , vTN (t)]T . Then it follows from (3.22) that

lim
t→∞

(
Û ⊗ In

)(
Ῡ− Υ̃

)
= 0, (3.23)

where Ῡ = (IN−1 ⊗ (A+BK1))ĥ(t)− (IN−1 ⊗ In)
˙̂
h(t) + (IN−1 ⊗B)v̂(t) and

Υ̃ = (1 ⊗ (A + BK1))h1(t) − (1 ⊗ In)ḣ1(t) + (1 ⊗ B)v1(t). Note that Û is
invertible. Pre-multiplying the both sides of (3.23) by Û−1 ⊗ In yields

lim
t→∞

(
(A+BK1)hi1(t)−ḣi1(t)+Bvi1(t)

)
=0 (i = 2, 3, . . . , N). (3.24)
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From (3.24), it can be obtained that for any i ∈ {1, 2, . . . , N} and j ∈ N i
σ(t)

lim
t→∞

(
(A+BK1)hij(t)− ḣij(t) +Bvij(t)

)
= 0. (3.25)

Pre-multiplying the both sides of (3.25) by T gives lim
t→∞

(
B̄Ahij(t)− B̄ḣij(t)

)
=

0 (i = 1, 2, . . . , N ; j ∈ N i
σ(t)). Therefore, condition (3.15) is equivalent to con-

dition (3.7). Based on the above analysis, the conclusion of Theorem 3.1 can
be obtained.

Remark 3.2. Condition (3.7) reveals that for any i ∈ {1, 2, . . . , N} and
j ∈ N i

σ(t), Ahij(t) − ḣij(t) must belong to the right null space or the kernel

of B̄, which means that not all the time-varying formation can be achieved by
general high-order swarm systems with switching directed topologies. In other
words, constraint (3.7) describes the feasible time-varying formation set which
is determined by the dynamics of each agent and the switching directed topolo-
gies, and only the ones belonging to the feasible formation set can be achieved.
From (3.7) and (3.19), one sees that the application of v(t) expands the feasi-
ble formation set. Condition (3.8) is an asymptotic stability constraint for a
switched linear system. For the switched linear system like (3.8), no testable
necessary and sufficient criteria for the asymptotic stability of the system have
been obtained in the literature, and the best stability result attained so far is
that if for any σ(t), IN−1⊗(A+BK1 +BK2)−α(ŪLσ(t)Ũ)⊗BK3 is Hurwitz
and the dwell time is large enough, then system (3.8) is asymptotically sta-
ble [131]. Based on the results of Theorem 3.1, testable sufficient conditions
for swarm system (3.1) under protocol (3.2) to achieve time-varying formation
will be further presented in Section 3.2.3.

In the case where v(t) ≡ 0, the following corollary can be obtained directly
from Theorem 3.1.

Corollary 3.1. In the case where v(t) ≡ 0, swarm system (3.3) with switch-
ing directed interaction topologies achieves time-varying formation specified by
h(t) if and only if ∀i ∈ {1, 2, . . . , N}

lim
t→∞

(
(A+BK1)hij(t)− ḣij(t)

)
= 0, j ∈ N i

σ(t), (3.26)

and the switched linear system

˙̄ϑ(t) =
(
IN−1 ⊗ (A+BK1 +BK2)− α(ŪLσ(t)Ũ)⊗BK3

)
ϑ̄(t)

is asymptotically stable.

Remark 3.3. From constraint (3.26) in Corollary 3.1, one sees that in the
case where v(t) ≡ 0, K1 can be applied to expand the feasible time-varying
formation set. Formation feasibility problems for general linear swarm systems
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to achieve time-invariant formations with fixed topologies were discussed in
[29]. By choosing v(t) ≡ 0, ḣ(t) ≡ 0, K1 = 0, K2 = 0, α = 1, fixed topologies
and appropriate U , Theorem 1 in [29] can be treated as a special case of
Corollary 3.1.

The formation reference represents the macroscopic movement of the whole
formation. The following theorem reveals the effects of switching directed in-
teraction topologies, dynamics of each agent, initial states of all the agents
and time-varying formation on the evolution of the formation reference.

Theorem 3.2. If swarm system (3.3) with switching directed interaction
topologies achieves time-varying formation specified by h(t), then the forma-
tion reference function r(t) satisfies

lim
t→∞

(r(t)− (r0(t) + rϑ(t) + rv(t) + rh(t))) = 0,

where
r0(t) = e(A+BK1+BK2)t(ū1 ⊗ In)x(0),

rϑ(t) = −
∫ t

0

e(A+BK1+BK2)(t−τ)α
(
ū1Lσ(t)Ũ

)
⊗ (BK3)ϑ(τ)dτ,

rv(t) =

∫ t

0

(
e(A+BK1+BK2)(t−τ)(ū1 ⊗B)v(τ)

)
dτ,

rh(t) = −(ū1 ⊗ In)h(t)−
∫ t

0

e(A+BK1+BK2)(t−τ)(ū1 ⊗BK2)h(τ)dτ.

Proof. If swarm system (3.3) achieves time-varying formation specified by
h(t), it follows from Theorem 3.1 that the formation error converges to zero
at t→∞; that is, limt→∞ϑ(t) = 0. From (3.10) and (3.13), one gets

lim
t→∞

(φi(t)− θ1(t)) = 0 (i = 1, 2, . . . , N). (3.27)

It holds that

θ1(0) = (ū1 ⊗ In) (x(0)− h(0)) . (3.28)

It can be obtained that∫ t
0
e(A+BK1+BK2)(t−τ)(ū1 ⊗ In)ḣ(τ)dτ

= e(A+BK1+BK2)(t−τ)(ū1 ⊗ In)h(τ)
∣∣τ=t

τ=0

−
∫ t

0
d
dτ

(
e(A+BK1+BK2)(t−τ)

)
(ū1 ⊗ In)h(τ)dτ

= (ū1 ⊗ In)h(t)− e(A+BK1+BK2)t(ū1 ⊗ In)h(0)

−
∫ t

0
e(A+BK1+BK2)(t−τ) (−(A+BK1+BK2)) (ū1⊗In)h(τ)dτ,

(3.29)

and

(A+BK1+BK2)(ū1⊗In)h(τ)=(ū1⊗(A+BK1+BK2))h(τ). (3.30)

In virtue of (3.5) and (3.27)-(3.30), one can derive the conclusions of Theorem
3.2.
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Remark 3.4. Theorem 3.2 shows an explicit expression of the formation ref-
erence function r(t) which describes the macroscopic movement of the whole
time-varying formation. From Theorem 3.2, one sees that r(t) is jointly deter-
mined by r0(t), rϑ(t), rv(t), and rh(t), where r0(t) is the nominal component
determined by the dynamics of each agent and initial states, rϑ(t) describes
the effect of switching directed topologies and the time-varying formation error,
rv(t) and rh(t) represent the contributions of v(t) and h(t) to r(t), respectively.
It should be pointed out that although we can obtain the explicit expression of
the formation reference, the trajectory of the formation reference cannot be
specified arbitrarily in advance. However, from Theorem 3.2, K2 can be used
to specify the motion modes of the formation reference by assigning the eigen-
values of A+BK1+BK2 at the desired places in the complex plane. Moreover,
if h(t) ≡ 0, r(t) becomes the explicit expression of the consensus function for
general linear swarm systems with switching directed interaction topologies,
which has not been obtained before.

3.2.3 Time-varying Formation Protocol Design

In this subsection, firstly an algorithm to design the time-varying forma-
tion protocol (3.2) is proposed. Then it is proven that using the algorithm,
time-varying formation can be achieved by swarm system (3.3) with switching
directed topologies if the formation feasibility condition is satisfied and the
dwell time is larger than a positive threshold.

Since the interaction topology Gσ(t) has a spanning tree, from Lemma 2.2
and the structure of U , one knows that the real parts of all the eigenvalues
of ŪLσ(t)Ũ are positive. Let µ̂σ(t) = min{Re(λi(ŪLσ(t)Ũ)), i = 1, 2, . . . , N −
1}, where λi(ŪLσ(t)Ũ) represents the ith eigenvalue of ŪLσ(t)Ũ . Then from
Lemma 3 in [132], it can be obtained that for any 0 < µσ(t) < µ̂σ(t), there

exists a symmetric positive definite matrix Ξσ(t) ∈ R(N−1)×(N−1) such that(
ŪLσ(t)Ũ

)T
Ξσ(t) + Ξσ(t)

(
ŪLσ(t)Ũ

)
> 2µσ(t)Ξσ(t). (3.31)

Lemma 3.1 ([133]). For any positive definite matrix M1 ∈ Rn×n
and symmetric matrix M2 ∈ Rn×n, it holds that xT (t)M2x(t) 6
λmax(M−1

1 M2)xT (t)M1x(t).

In the following, a design procedure with four steps is presented to deter-
mine the control parameters in time-varying formation control protocol (3.2).

Algorithm 3.1. The time-varying formation control protocol (3.2) with
switching directed topologies can be designed in the following procedure:
Step 1: Check the time-varying formation feasibility condition (3.7). If it is
satisfied, vi(t) (i = 1, 2, . . . , N) can be determined by solving the equation
(3.17) and K1 can be any constant matrix with appropriate dimension (e.g.,
K1 = 0). From (3.17), vi(t) (i = 1, 2, . . . , N) are not unique. One can firstly
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specify a vk(t) (k ∈ {1, 2, . . . , N}), and then determine the other vj(t) (j ∈
{1, 2, . . . , N}, j 6= k) by equation (3.17). If the feasibility condition (3.7) is not
satisfied, then the time-varying formation specified by h(t) is not feasible and
the algorithm stops.

If it is required that v(t) ≡ 0, solve the time-varying formation feasibility
condition (3.26) for K1. If there exists a K1 satisfying (3.26), then continue,
otherwise the time-varying formation specified by h(t) is not feasible and the
algorithm stops.
Step 2: Choose K2 to specify the motion modes of the formation reference
r(t) by placing the eigenvalues of A+BK1 +BK2 at the desired places in the
complex plane. If (A,B) is controllable, the existence of K2 can be guaranteed.
Step 3: For a given β > 0, solve the following linear matrix inequality for a
symmetric positive definite matrix P :

(A+BK1+BK2)P+P (A+BK1+BK2)T−BBT +βP <0. (3.32)

Then, K3 can be given by K3 = BTP−1. It can be verified that if (A,B) is
controllable, then inequality (3.32) is feasible for any given β > 0.
Step 4: Choose a coupling strength α satisfying that α > 1/(2µ̄) where µ̄ =
min{µσ(t), σ(t) ∈ {1, 2, . . . , p}}.

Based on Algorithm 3.1, the following theorem can be obtained.

Theorem 3.3. In the case where the time-varying formation feasibility con-
dition (3.7) in Theorem 3.1 is satisfied, swarm system (3.3) with switching di-
rected interaction topologies achieves time-varying formation specified by h(t)
if the formation control protocol (3.2) is designed by Algorithm 3.1 and the
dwell time of the switching directed topologies satisfies

τ0 >
ln γ

β
, (3.33)

where γ = max{λmax(Ξ−1
i Ξj), i, j ∈ {1, 2, . . . , p}, i 6= j} with λmax(Ξ−1

i Ξj)
being the largest eigenvalue of Ξ−1

i Ξj.

Proof. Consider the stability of the switched linear system (3.8). Choose the
following piecewise Lyapunov functional candidate

V (t) = ϑ̄T (t)
(
Ξσ(t) ⊗ P−1

)
ϑ̄(t), Ξσ(t) ∈ {Ξ1,Ξ2, . . . ,Ξp}, (3.34)

where Ξσ(t) and P are defined in (3.31) and (3.32). Note that the interaction
topology Gσ(t) is fixed for t ∈ [t1, t2). Taking the time derivative of V (t) along
the trajectories of switched linear system (3.8), one has that ∀t ∈ [t1, t2),

V̇ (t) = ϑ̄T (t)
(
Ξσ(t) ⊗Ψ− αΦσ(t)

)
ϑ̄(t), (3.35)
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where Ψ = (A+BK1 +BK2)TP−1 + P−1(A+BK1 +BK2) and Φσ(t)=

(ŪLσ(t)Ũ)TΞσ(t)⊗(BK3)
T
P−1+Ξσ(t)(ŪLσ(t)Ũ)⊗P−1BK3. Substituting K3 =

BTP−1 into (3.35) gives

V̇ (t) = ϑ̄T (t)
(
Ξσ(t) ⊗Ψ− αΦ̄σ(t)

)
ϑ̄(t), (3.36)

where Φ̄σ(t) =
(

(ŪLσ(t)Ũ)
T

Ξσ(t) + Ξσ(t)(ŪLσ(t)Ũ)
)
⊗ P−1BBTP−1. Let

ϑ̄(t) = (IN−1 ⊗ P )ϑ̃(t). It follows from (3.36) that

V̇ (t) = ϑ̃T (t)
(

Ξσ(t) ⊗ Ψ̄− αΦ̃σ(t)

)
ϑ̃(t), (3.37)

where Ψ̄ = P (A+BK1 +BK2)T + (A + BK1 + BK2)P and Φ̃σ(t) =(
(ŪLσ(t)Ũ)

T
Ξσ(t) + Ξσ(t)(ŪLσ(t)Ũ)

)
⊗BBT . From (3.31), (3.32), and (3.37),

one gets

V̇ (t)6 ϑ̃T (t)
(
Ξσ(t)⊗

(
BBT−βP

)
−α
(
2µσ(t)Ξσ(t)

)
⊗BBT

)
ϑ̃(t). (3.38)

Substituting α > 1/(2µ̄) into (3.38) yields V̇ (t) 6 −βϑ̃T (t)
(
Ξσ(t) ⊗ P

)
ϑ̃(t).

Note that ϑ̃(t) = (IN−1 ⊗ P−1)ϑ̄(t). One has that ∀t ∈ [t1, t2)

V̇ (t) ≤ −βϑ̄H(t)
(
Ξσ(t) ⊗ P−1

)
ϑ̄(t) = −βV (t). (3.39)

Since swarm system (3.2) switches at t = t2, it follows from (3.39) that

V (t−2 ) < e−β(t2−t1)V (t1) < e−βτ0V (t1). (3.40)

Because ϑ̄(t) is continuous, from (3.34) and Lemma 3.1, it can be obtained
that

V (t2) 6 γV (t−2 ). (3.41)

From (3.40) and (3.41), one gets V (t2) < γe−βτ0V (t1) = e(ln γ−βτ0)V (0). Let
ν = β−(ln γ)/τ0. If inequality (3.33) holds, then ν > 0 and V (t2) < e−ντ0V (0).
For an arbitrarily given t > t2, there exists a positive integer b satisfying b > 2.
When t ∈ (tb, tb+1), using recursion approach, one has

V (t) < e−(β(t−tb)+(b−1)ντ0)V (0) < e−(b−1)ντ0V (0). (3.42)

Note that t 6 bτ1 and b > 2. It follows from (3.42) that ∀t ∈ (tb, tb+1)

V (t) < e−
(b−1)τ0ν
bτ1

tV (0) < e−
τ0ν
2τ1

tV (0). (3.43)

If t = tb+1, it can be obtained that

V (t) < e−
τ0ν
τ1
tV (0). (3.44)

From (3.43) and (3.44), one gets lim
t→∞

ϑ̄(t) = 0. Since the formation feasibility

condition (3.7) is satisfied and the switched linear system (3.8) is asymptoti-
cally stable, it follows from Theorem 3.1 that swarm system (3.3) with switch-
ing directed interaction topologies achieves time-varying formation specified
by h(t). This completes the proof of Theorem 3.3.
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Remark 3.5. In the case where h(t) ≡ 0, the problems discussed in this sec-
tion become consensus problems. Necessary and sufficient conditions for gen-
eral linear swarm systems with switching directed topologies to achieve consen-
sus and the consensus protocol design procedure can be obtained from Theorem
3.1 and Algorithm 3.1 directly. An explicit expression of the consensus func-
tion and a positive threshold for the dwell time can be derived from Theorems
3.2 and 3.3 respectively. Furthermore, if h(t) ≡ 0 and all the possible topolo-
gies have the same root as the leader, then all the results in this section can be
applied to deal with the consensus tracking problems for general linear swarm
systems with switching directed topologies.

Remark 3.6. From Theorems 3.1, 3.2, and 3.3, one sees that the non-singular
transformation matrix U is a useful tool to deal with the time-varying forma-
tion control problems in this section. The construction of U utilizes the com-
mon property for all the possible switching topologies Gσ(t) (σ(t) = 1, 2, . . . , p)
containing a spanning tree that 0 is the simple eigenvalue of the correspond-
ing Laplacian matrices Lσ(t) with the associated right eigenvector 1N . For
theoretical analysis, U can be any non-singular matrix with 1N as one of its
columns. Without loss of generality, we choose the first column ũ1 = 1N in
this section. Note that the choice of U is not unique. For simplicity, one can

choose U =

[
1 0

1N−1 IN−1

]
as used in the following simulation example.

3.2.4 Numerical Simulations

In this subsection, a numerical example is given to illustrate the effective-
ness of theoretical results obtained in the previous sections.

Consider a third-order swarm system with six agents, where the dynamics
of each agent is described by (3.1) with xi(t) = [xi1(t), xi2(t), xi3(t)]

T (i =

1, 2, . . . , 6) and A =

⎡
⎣ 0 −4 1

2 2 −1
3 5 7

⎤
⎦ , B =

⎡
⎣ 0

0
1

⎤
⎦ . Suppose that there are

three different 0-1 weighted directed topologies, namely, G1, G2, and G3 as
shown in Fig. 3.2. These six agents are required to keep a periodic time-varying
parallel hexagon formation and at the same time keep rotation around the

(a) G1 (b) G2 (c) G3

FIGURE 3.2: Switching directed interaction topologies.
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time-varying formation reference r(t) = [r1(t), r2(t), r3(t)]
T . The time-varying

formation is specified by

hi(t) =

⎡
⎢⎢⎢⎣

15 cos
(
2t+ (i−1)π

3

)
15 sin

(
2t+ (i−1)π

3

)
30 cos

(
2t+ (i−1)π

3

)
⎤
⎥⎥⎥⎦ (i = 1, 2, · · · , 6).

xi1(t)
xi2(t)

x
i3
(t
)

(a) t = 0s

xi1(t)
xi2(t)

x
i3
(t
)

(b) t = 146s

xi1(t)
xi2(t)

x
i3
(t
)

(c) t = 148s

xi1(t)
xi2(t)

x
i3
(t
)

(d) t = 150s

FIGURE 3.3: State snapshots of the six agents and the formation reference.

As B ∈ R
3×1 and rank(B) = 1, one gets that B is of full column

rank. Choose B̃ = [0, 0, 1], B̄ =

[
1 0 0
0 1 0

]
, and U =

[
1 0

1N−1 IN−1

]
.

It can be verified that the formation feasibility constraint (3.7) in Theo-
rem 3.1 is satisfied. According to Algorithm 3.1, gain matrix K1 can be
chosen as K1 = [0, 0, 0] and vi(t) can be solved from (3.17) as vi(t) =
−285 sin

(
2t+ π

3 (i− 1)
)
+ 15 cos

(
2t+ π

3 (i− 1)
)
, where i = 1, 2, · · · , 6. In the

case where K2 = 0, one can obtain the eigenvalues of A + BK1 + BK2 are
7.0439, 0.9780+3.0438j and 0.9780−3.0438j with j2 = −1, which means that
the motion modes of the formation reference are unstable and the whole for-
mation will diverge exponentially. To keep the whole time-varying formation
moving in a visual range, one can assign the motion modes of the forma-
tion reference to be oscillated using the approach in Step 2 of Algorithm 3.1.
To this end, choose K2 = [3.8125, 0.0625,−10] to assign the eigenvalues of
A+BK1 +BK2 at −1, 0.5j and −0.5j. Choose β = 0.2. Solving the inequal-
ity (3.32), one gets K3 = [−1.0241,−9.974, 2.9112]. It can be obtained that
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α> 2.7651 and τ0 > 12.6762s. Therefore, choose α= 3 and the dwell time to
be 15s.

r1(t)
r2(t)

r 3
(t
)

FIGURE 3.4: Trajectory of r(t).

t (s)

ϑ
T
(t
)ϑ
(t
)

FIGURE 3.5: Curve of the formation error.

Let the initial states of the six agents generated by xij(0) = i(Θ − 0.5)
(i = 1, 2, . . . , 6; j = 1, 2, 3) with Θ being a random value between 0 and 1.
Fig. 3.3 displays the snapshots of the six agents and the formation reference
at t = 0s, t = 146s, t = 148s, and t = 150s, where the states of the six agents
and the formation reference are denoted by the triangle, asterisk, dot, plus,
square, diamond and pentagram respectively. Fig. 3.4 shows the trajectory of
the formation reference, where the initial state is denoted by the circle. Fig. 3.5
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depicts the curve of the formation error ϑ(t). From Figs. 3.3-3.5, the following
phenomena can be observed: (i) the states of the six agents keep a parallel
hexagon formation, (ii) the edge of the parallel hexagon is time-varying, (iii)
the formation reference moves along a circle and lies in the centre of the time-
varying formation, and (iv) the parallel hexagon is keeping rotation around the
formation reference. Therefore, the desired time-varying formation is achieved
by swarm system (3.3) under switching directed interaction topologies.

3.3 Formation Tracking Control with Multiple Leaders

In this section, more than one leader are introduced to specify the macro-
scopic movement trajectory of the swarm systems, and time-varying formation
tracking problems for linear swarm systems with multiple leaders are studied.
The states of followers are required to form a predefined time-varying forma-
tion and track the convex combination of the states of multiple leaders at the
same time. Firstly, a formation tracking protocol is constructed using only
neighbouring relative information. Then, by utilizing the properties of the
Laplacian matrix, necessary and sufficient conditions for swarm systems with
multiple leaders to achieve time-varying formation tracking are proposed, and
the formation tracking feasibility constraints are also given. An approach to
design the formation tracking protocol is presented by solving an algebraic
Riccati equation. Finally, numerical simulations are provided to demonstrate
the effectiveness of the theoretical results.

3.3.1 Problem Description

Consider a swarm system with N agents. The interaction topology of the
swarm system can be described by a weighted directed graph G = {V ,E ,W }.
The agent i in the swarm system can be represented as the node vi in G. For
i, j ∈ {1, 2, . . . , N}, the interaction channel from agent i to agent j is denoted
by the edge εij , and the corresponding interaction strength is denoted by wji.
Agents in the swarm system are classified into leaders and followers.

Definition 3.2. An agent is called a leader if it has no neighbour and a
follower if it has at least one neighbour. A follower is called a well-informed
one if its neighbour set contains all the leaders and an uninformed one if its
neighbour set contains no leaders.

Suppose that there are M (M < N) followers and N −M leaders. Let
F = {1, 2, . . . ,M} and E = {M + 1,M + 2, . . . , N} be the follower and leader
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subscript sets, respectively. For any i, j ∈ {1, 2, . . . , N}, wij is defined as

wij =

 0, i = j or eji /∈ E ,
bj > 0, j ∈ E and eji ∈ E ,
aij > 0, j /∈ E and eji ∈ E ,

(3.45)

where bj and aij are known positive constants. From (3.45), the interaction
strengths from the same leader to different well-informed followers are identi-
cal. This technical assumption is mild. For example, in the special case where
bj = 1 and aij = 1, the interaction topology becomes the 0-1 weighted ones
used widely in the existing results.

The dynamics of the leaders and followers are described by{
ẋk(t) = Axk(t), k ∈ E,
ẋi(t) = Axi(t) +Bui(t), i ∈ F,

(3.46)

where xk(t) ∈ Rn and xi(t) ∈ Rn are the states of leader k and follower
i, respectively, A ∈ Rn×n, B ∈ Rn×m with rank(B) = m, and ui(t) ∈ Rm
is the control input of the follower i. From Definition 3.2, one gets that the

Laplacian matrix L has the form of L =

[
L1 L2

0 0

]
with L1 ∈ RM×M and

L2 ∈ RM×(N−M).
The time-varying formation for the followers is specified by a vector

hF (t) = [hT1 (t), hT2 (t), . . . , hTM (t)]T ∈ RMn, where hi(t) ∈ Rn (i ∈ F ) is the
piecewise continuously differentiable offset vector with respect to the forma-
tion reference. It should be pointed out that hi(t) ∈ Rn (i ∈ F ) has the same
dimension as the state xi(t) and includes the offsets corresponding to all the
components of xi(t). Besides, it is required that hi(t) and ḣi(t) are uniformly
continuous.

Definition 3.3. Swarm system (3.46) with multiple leaders is said to achieve
time-varying formation tracking if for any given bounded initial states, there
exist positive constants αk (k ∈ E) satisfying

∑N
k=M+1 αk = 1 such that

lim
t→∞

(
xi(t)− hi(t)−

∑N

k=M+1
αkxk(t)

)
= 0 (i ∈ F ). (3.47)

Definition 3.3 reveals that when the time-varying formation tracking is
realized, the states of the M followers reach an agreement on the formation
reference, namely, the convex combination of the states of the N −M leaders
and keep the time-varying offset hF (t) with respect to it. In the case where
there exists only one leader, i.e., M = N−1, Definition 3.3 becomes the defini-
tion for time-varying formation tracking with one leader, and equation (3.47)
becomes limt→∞(xi(t) − hi(t) − xk(t)) = 0 (i ∈ F, k ∈ E). In the case where

limt→∞
∑M
i=1 hi(t) = 0, it follows from (3.47) that limt→∞(

∑M
i=1 xi(t)/M −∑N

k=M+1 αkxk(t)) = 0, which means that
∑N
k=M+1 αkxk(t) lies in the centre
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of the time-varying formation (i.e.,
∑M

i=1 xi(t)/M) specified by hF (t). There-
fore, by choosing appropriate hF (t), Definition 3.3 becomes the definitions for
target enclosing or target pursuing with one target (see, e.g., [6]) and multiple
targets, respectively.

Fig. 3.6 shows a formation tracking example for four followers and one
leader in the XY plane. When the equation (3.47) is satisfied, it follows
that the two squares specified by xi(t) and hi are congruent. Thus, these
four followers can achieve the desired square formation specified by hF =
[hT

1 , h
T
2 , h

T
3 , h

T
4 ]

T and track the trajectory of the leader x0(t) at the same
time.

FIGURE 3.6: Illustration example for a square formation tracking.

Note that rank(B) = m, there exists a non-singular matrix T = [B̃T , B̄T ]T

with B̃ ∈ R
m×n and B̄ ∈ R

(n−m)×n such that B̃B = Im and B̄B = 0.
Consider the following time-varying formation tracking protocol:

ui(t)=K
M∑
j=1

wij ((xi(t)−hi(t))−(xj(t)−hj(t)))

+K
N∑

k=M+1

wik ((xi(t)−hi(t))−xk(t))+vi(t),

(3.48)

where i ∈ F , K is a constant gain matrix with appropriate dimension and
vi(t) is the time-varying formation tracking compensational signal given by
vi(t) = −B̃(Ahi(t)− ḣi(t)).

Remark 3.7. Protocol (3.48) is constructed by the neighbouring relative for-
mation error term, the available neighbouring tracking error term, and the
time-varying formation tracking compensational signal vi(t) determined by the
dynamics of the agent and the time-varying formation vector hi(t). The role
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of vi(t) is to expand the time-varying formation feasibility condition by com-
pensating the time-varying formation vector hi(t).

Let xF (t) = [xT1 (t), xT2 (t), . . . , xTM (t)]T ∈ RMn, xE(t) = [xTM+1(t), xTM+2(t),

. . . , xTN (t)]T ∈ R(N−M)n and vF (t) = [vT1 (t), vT2 (t), . . . , vTM (t)]T ∈ RMm. Un-
der protocol (3.48), swarm system (3.46) can be written asẋF (t)=(IM⊗A+L1⊗BK)xF (t)+(IM⊗B)vF (t)

+(L2⊗BK)xE(t)−(L1⊗BK)hF (t),
ẋE(t)=(IN−M ⊗A)xE(t).

(3.49)

This section mainly focuses on the following two problems for swarm sys-
tem (3.46) under protocol (3.48): (i) under what conditions the time-varying
formation tracking can be achieved; and (ii) how to design protocol (3.48) to
achieve time-varying formation tracking.

3.3.2 Time-varying Formation Tracking Analysis and Design

In this subsection, firstly, necessary and sufficient conditions for swarm
system (3.46) with multiple leaders to achieve time-varying formation tracking
under protocol (3.48) are derived. Then, an approach to design the formation
tracking protocol (3.48) is presented.

Assumption 3.2. For any given follower, it is a well-informed one or an
uninformed one. For each uninformed follower, there exists at least one well-
informed follower that has a directed path to it.

Remark 3.8. To achieve the desired time-varying formation tracking with
multiple leaders, all the followers should reach an agreement on the formation
reference and then keep the offset hi(t) (i ∈ F ) with respect to the formation
reference. It is well-known in the research of containment control that if not
all the informed followers are the well-informed ones, then the states of the
followers will converge to different convex combinations of the states of all
the leaders [3] (see the subsequent Illustrative example 3.2). In these cases, it
is impossible for the followers to keep the desired time-varying formation as
there exist multiple different formation references. Assumption 3.2 is required
for all the followers to reach an agreement on the formation reference. Con-
sidering the practical applications, the well-informed followers are those with
powerful sensors and communication devices while the uninformed followers
are those with poorer sensors and communication devices, it is reasonable that
the well-informed followers can obtain the information of all the leaders while
the uninformed followers can only obtain the information of the neighbouring
followers.

To show that Assumption 3.2 is necessary for all the followers to reach an
agreement on the formation reference, a comparative illustrative example is
provided as follows.
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(a) G1 (b) G2

FIGURE 3.7: Interaction topologies in Illustrative example 3.2.

xi1(t)

x
i2
(t
)

(a) Result for the case under G1

xi1(t)

x
i2
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)

(b) Result for the case under G2

FIGURE 3.8: Snapshots of the six agents with hi(t) ≡ 0 and vi(t) ≡ 0
(i ∈ F ).

Illustrative example 3.2. Consider a second-order swarm system consisting
of three leaders and three followers, where the dynamics of each agent are

described by (3.46) with xi(t) = [xi1(t), xi2(t)]
T , A =

[
0 1
−1 0

]
, and B =[

0
1

]
. Let hi(t) ≡ 0 and vi(t) ≡ 0 (i = 1, 2, 3). Then protocol (3.48) contains

no formation information and becomes the containment protocol. Consider
the following two interaction topologies G1 and G2 shown in Fig. 3.7 with 0-1
weights, respectively, where G1 satisfies Assumption 3.2 while G2 does not. For
the two simulation cases under G1 and G2, let the gain matrix K in protocol
(3.48) be K = [−0.7524,−2.4563] and K = [−0.4142,−1.3522], respectively.
Fig. 3.8 shows the snapshots of the six agents at t = 20s, where the states of
the leaders are marked by pentagrams, and those of the followers are marked
by “∗”, “�”, and “�”. From Figs. 3.7 and 3.8, one sees that in the case where
the topology satisfies Assumption 3.2, the states of the three followers reach
an agreement which is named as the formation reference; otherwise, the states
of the three followers converge to different convex combinations of those of the
three leaders. Therefore, Assumption 3.2 is required for all the followers to
reach an agreement on the formation reference.

Lemma 3.2 ([134]). If for each follower, there exists at least one leader that
has a directed path to it, then
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(i) All the eigenvalues of L1 have positive real parts;
(ii) Each entry of −L−1

1 L2 is nonnegative, and each row of −L−1
1 L2 has a

sum equal to one.

Based on Lemma 3.2, the following results can be obtained.

Lemma 3.3. If the directed interaction topology G satisfies Assump-
tion 3.2, then all the rows of −L−1

1 L2 are identical and equal to

[bM+1, bM+2, . . . , bN ]/
∑N
k=M+1 bk.

Proof. Since Assumption 3.2 is satisfied, the conclusions of Lemma 3.2 hold
directly. From Lemma 3.2, one gets −L−1

1 L21N−M = 1M , which means that

L11M + L21N−M = 0. (3.50)

Firstly, analyze the influence of each single leader on the followers individually.
Assume that there exists only one leader, e.g., leader j (j ∈ E). To avoid
confusion, denote by w̄ij the interaction strength from the leader j to follower

i (i ∈ F ), and reassign w̄ij =
∑N
k=M+1 bk (i ∈ F, eji ∈ E ) and w̄ij = 0

otherwise. Then similar to (3.50), for the single leader case, it holds from
Lemma 3.2 that

L11M +
[
−w̄1j −w̄2j · · · −w̄Mj

]T
= 0. (3.51)

It follows from (3.51) that

−L−1
1

[
−w̄1j −w̄2j · · · −w̄Mj

]T
= 1M . (3.52)

Let ēj ∈ RN−M (j ∈ E) with 1 as its (j −M)th component and 0 elsewhere.

Post-multiplying the both sides of (3.52) by ēTj (bj/
∑N
k=M+1 bk) gives

−L−1
1 [−w̄1j ,−w̄2j , . . . ,−w̄Mj ]

T ēTj (bj/
∑N
k=M+1 bk)

= 1M ē
T
j (bj/

∑N
k=M+1 bk).

(3.53)

It can be obtained that

L2=

N∑
j=M+1

([−w̄1j ,−w̄2j , . . . ,−w̄Mj ]
T
ēTj (bj/

∑N

k=M+1
bk)), (3.54)

and

N∑
j=M+1

(1M ē
T
j (bj/

∑N
k=M+1 bk))

= (1/
∑N
k=M+1 bk) (1M ⊗ [bM+1, bM+2, . . . , bN ]) .

(3.55)

For all j ∈ E, adding the both sides of (3.53) and submitting (3.54) and (3.55)
into the summation, one has

−L−1
1 L2=(1/

∑N

k=M+1
bk)(1M⊗[bM+1, bM+2, . . . , bN ]). (3.56)

Therefore, the conclusion of Lemma 3.3 can be obtained.
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Remark 3.9. From (3.56), each entry of −L−1
1 L2 is nonnegative and each

row of −L−1
1 L2 has a sum equal to one; that is, the conclusion (ii) in Lemma

3.2 can be obtained directly from (3.56). Therefore, Lemma 3.3 reveals further
properties of the Laplacian matrix L and can be treated as an extension to the
Lemma 3.2 under Assumption 3.2.

Define UF ∈ CM×M to be a non-singular matrix such that U−1
F L1UF =

JF , where JF is the Jordan canonical form of L1 with diagonal entries λi
(i = 1, 2, . . . ,M) satisfying Re(λ1) ≤ Re(λ2) ≤ · · · ≤ Re(λM ).

Theorem 3.4. Suppose that Assumption 3.2 holds. Swarm system (3.46)
with multiple leaders achieves time-varying formation tracking asymptotically
under protocol (3.48) if and only if for any i ∈ F , A+ λiBK is Hurwitz and
the following formation tracking feasibility condition is satisfied

lim
t→∞

(B̄Ahi(t)− B̄ḣi(t)) = 0. (3.57)

Proof. Define θi(t) = xi(t)−hi(t) (i ∈ F ) and θF (t) = [θT1 (t), θT2 (t), . . . , θTM (t)]T .
Then, swarm system (3.49) can be transformed into

θ̇F (t)=(IM⊗A+L1⊗BK)θF (t)+(L2⊗BK)xE(t)

+(IM ⊗A)hF (t)−(IM ⊗ In)ḣF (t)
+(IM ⊗B)vF (t),

(3.58)

ẋE(t)=(IN−M ⊗A)xE(t). (3.59)

Sufficiency: Let

φi(t)=

M∑
j=1

wij (θi(t)−θj(t))+

N∑
k=M+1

wik (θi(t)−xk(t)) (i ∈ F ),

and φF (t) = [φT1 (t), φT2 (t), . . . , φTM (t)]T . Then one gets

φF (t) = (L1 ⊗ In) θF (t) + (L2 ⊗ In)xE(t). (3.60)

It follows from (3.60) that

θF (t) =
(
L−1

1 ⊗ In
)
φF (t)−

(
L−1

1 L2 ⊗ In
)
xE(t). (3.61)

Taking the time derivative of (3.60) and then submitting (3.58), (3.59) and
(3.61) into the derivative of (3.60) yields

φ̇F (t)=(IM ⊗A+L1 ⊗BK)φF (t)+(L1 ⊗A)hF (t)

− (L1 ⊗ In)ḣF (t) + (L1 ⊗B)vF (t).
(3.62)

Let φ̄F (t) = (U−1
F ⊗ In)φF (t) = [φ̄H1 (t), φ̄H2 (t), . . . , φ̄HM (t)]H . Then system

(3.62) can be converted into

˙̄φF (t)=(IM⊗A+JF ⊗BK) φ̄F (t)+(U−1
F L1⊗A)hF (t)

−(U−1
F L1 ⊗ In)ḣF (t)+(U−1

F L1 ⊗B)vF (t).
(3.63)
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If condition (3.57) holds, then for any i ∈ F

lim
t→∞

(B̄Ahi(t)− B̄ḣi(t) + B̄Bvi(t)) = 0. (3.64)

Let vi(t) = −(B̃Ahi(t)− B̃ḣi(t)). It holds that

B̃Ahi(t)− B̃ḣi(t) + B̃Bvi(t) = 0. (3.65)

From (3.64), (3.65) and the fact that T = [B̃T , B̄T ]T is nonsingular, one gets

lim
t→∞

(Ahi(t)− ḣi(t) +Bvi(t)) = 0 (i ∈ F ), (3.66)

which means that

lim
t→∞

((IM ⊗A)hF (t)−(IM ⊗ In)ḣF (t)+(IM ⊗B)vF (t))=0.

(3.67)

Pre-multiplying the both sides of (3.67) by U−1
F L1 ⊗ In yields

lim
t→∞

(
(U−1

F L1 ⊗A)hF (t)− (U−1
F L1 ⊗ In)ḣF (t)

+(U−1
F L1 ⊗B)vF (t)

)
= 0.

(3.68)

From the structure of JF , one gets that if A+λiBK (i ∈ F ) is Hurwitz, then
IM ⊗ A + JF ⊗ BK is Hurwitz. Recall that (3.68) holds. Therefore, system
(3.63) is asymptotically stable. Due to that UF is nonsingular, one gets

lim
t→∞

φF (t) = 0. (3.69)

From (3.60) and (3.69), one has

lim
t→∞

(
xF (t)− hF (t)−

(
−L−1

1 L2 ⊗ In
)
xE(t)

)
= 0. (3.70)

Since Assumption 3.2 holds, it follows from Lemma 3.3 and (3.70) that

lim
t→∞

xi(t)−hi(t)− N∑
j=M+1

(
bj∑N

k=M+1 bk
xj(t)

)=0, (3.71)

which means that swarm system (3.46) with multiple leaders achieves time-
varying formation tracking under protocol (3.48).

Necessity: The necessity is proven by contradiction. Suppose that swarm
system (3.46) with multiple leaders achieves time-varying formation track-
ing under protocol (3.48). Then there exists positive constant αk (k ∈ E)

satisfying
∑N
k=M+1 αk = 1 such that (3.47) holds. Let xE(0) = 0. From

(3.59), limt→∞xE(t) = 0, which means that the convex combination of xk(t)
(k ∈ E) converges to zero as t → ∞. It follows from Definition 3.3 that
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limt→∞θF (t) = 0. If the condition that for any i ∈ F , A + λiBK is Hur-
witz is not satisfied, IM ⊗A+ L1 ⊗BK is not Hurwitz. From (3.58), for any
given initial state θF (0) and any feasible time-varying formation specified by
hF (t), the limit of θF (t) as t → ∞ is nonzero or does not exist. A contra-
diction is obtained. Thus, the condition that for any i ∈ F , A + λiBK is
Hurwitz is necessary. If condition (3.57) is not satisfied, it can be obtained
that limt→∞((IM ⊗A)hF (t)−(IM ⊗ In)ḣF (t)+(IM ⊗B)vF (t)) is nonzero. It
follows from (3.58) that for any given initial state θF (0), the limit of θF (t) as
t → ∞ is nonzero or does not exist. A contradiction is obtained. Therefore,
the necessity is proven. The proof for Theorem 3.4 is completed.

In the case where there exists only one leader, i.e., M = N − 1, Theorem
3.4 presents the criteria for achieving time-varying formation tracking with
one leader, and the following corollary can be obtained.

Corollary 3.2. Suppose that Assumption 3.2 holds. Swarm system (3.46)
with one leader achieves time-varying formation tracking asymptotically under
protocol (3.48) if and only if for any i ∈ F , A + λiBK is Hurwitz and the
formation tracking feasibility condition (3.57) is satisfied.

Remark 3.10. As shown in [32] and [135] that even for formation control
and tracking control, the feasible formation and feasible trajectory must be
compatible with the dynamics of the agent. Similar conclusions also apply to
the time-varying formation tracking problems discussed in this section. From
(3.57), the formation tracking feasibility condition is dependent on the desired
time-varying formation and the dynamics of each agent. In the case where
vF (t) ≡ 0, condition (3.57) becomes limt→∞(Ahi(t)− ḣi(t)) = 0, which indi-
cates that hi(t) can have its explicit dynamics described by ḣi(t) = Ahi(t)+ε(t)
with ε(t)→ 0 as t→ 0. Although formation tracking problems for linear swarm
systems with one leader and undirected topologies were discussed in [44], the
formation is time-invariant and formation tracking feasibility was not consid-
ered. In the case where limt→∞

∑M
i=1 hi(t) = 0 or hF (t) ≡ 0, necessary and

sufficient conditions for linear swarm systems to achieve target enclosing or
consensus tracking with multiple leaders or one leader can be obtained from
Theorem 3.4 and Corollary 3.2, respectively. In [136], the dynamics of each
agent is first-order and the criteria are only sufficient.

To interpret intuitively the reasonability and physical meaning behind the
formation tracking feasibility condition, consider the following illustrative ex-
ample.

Illustrative example 3.3. Consider a multi-vehicle system with M follower
vehicles and N−M leader vehicles. Suppose that the dynamics of each vehicle
are described by double integrators; that is,

A = In̂ ⊗
[

0 1
0 0

]
, B = In̂ ⊗

[
0
1

]
,
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with n̂ ≥ 1 being the dimension of space. For the convenience of description,
it is assumed that the multi-vehicle system moves in one-dimensional space
(n̂ = 1) as the results can be extended to higher-dimensional space directly
using the Kronecker product. For simplicity, assume that M = N−1, vi(t) ≡ 0
(i = 1, 2, . . . , N − 1) and the formation for the followers to be time-invariant;
that is, there exists only one leader and hi(t) can be rewritten as hi. Let hi =
[hix, hiv]

T (i ∈ F ). One gets that the formation tracking feasibility condition
(3.57) under the above specified parameters becomes Ahi = 0 (i ∈ F ); that is,[

hiv
0

]
= 0 (i ∈ F ). (3.72)

Therefore, for the desired time-invariant formation tracking with one leader,
there is no constraint on the component hix for the position, but the component
hiv for the velocity must be zero. It follows from Definition 3.3 that when the
time-invariant formation tracking is achieved under the constraint (3.72), then

lim
t→∞

[
xix(t)− hix − xNx(t)

xiv(t)− xNv(t)

]
= 0 (i ∈ F ),

which means that the positions of the N − 1 follower vehicles can form any
time-invariant formation specified by hix (i ∈ F ) with respect to the position
of the leader vehicle and the velocities of the N − 1 follower vehicles reach
an agreement with the velocity of the leader vehicle. Therefore, for the multi-
vehicle system to achieve time-invariant formation tracking with one leader,
the formation tracking feasibility condition (3.57) is reasonable.

Based on Theorem 3.4, an approach to design the protocol (3.48) is pro-
posed in the following theorem.

Theorem 3.5. Suppose that Assumption 3.2 holds. If condition (3.57) in
Theorem 3.4 holds and (A,B) is stabilizable, swarm system (3.46) with
multiple leaders achieves time-varying formation tracking asymptotically by
protocol (3.48) with vi(t) = −(B̃Ahi(t) − B̃ḣi(t)) (i ∈ F ) and K =
−δ[Re(λ1)]−1R−1BTP , where δ > 0.5 is a given constant and P is the positive
solution to the following algebraic Riccati equation

PA+ATP − PBR−1BTP +Q = 0, (3.73)

with R = RT > 0 and Q = QT > 0 given constant matrices.

Proof. Consider the stability of the following subsystem:

ϕ̇i(t) = (A+ λiBK)ϕi(t) (i ∈ F ). (3.74)

Construct the following Lyapunov candidate function

Vi(t) = ϕHi (t)Pϕi(t) (i ∈ F ).
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Taking the derivative of Vi(t) along the trajectory of subsystem (3.74) gives

V̇i(t)=ϕHi (t)(PA+ATP+λHi (BK)
T
P+λiPBK)ϕi(t). (3.75)

Substituting K = −δ[Re(λ1)]−1R−1BTP and PA+ATP = PBR−1BTP −Q
into (3.75) one has

V̇i(t) = (1− 2δ[Re(λ1)]−1Re(λi))ϕ
H
i (t)(PBR−1BTP )ϕi(t)

− ϕHi (t)Qϕi(t).
(3.76)

From the definition of λi (i ∈ F ), one has that for any i ∈ F , Re(λ1) ≤ Re(λi),
which means that 1−2δ[Re(λ1)]−1Re(λi) < 0. Since P = PT > 0, R = RT > 0
and Q = QT > 0, it can be verified that PBR−1BTP ≥ 0 and

(1− 2δ[Re(λ1)]−1Re(λi))(PBR
−1B2P )−Q < 0. (3.77)

From (3.76) and (3.77), one gets that V̇i(t) < 0, which means that
limt→∞ϕi(t) = 0 and A + λiBK (i ∈ F ) is Hurwitz. Since condition (3.57)
is satisfied, it holds from Theorem 3.4 that swarm system (3.46) with multi-
ple leaders achieves time-varying formation tracking by the designed protocol
(3.48). This completes the proof of Theorem 3.5.

Remark 3.11. Theorem 3.4 shows that the design of the gain matrix
K can be transformed into stabilizing the subsystem described by ϕ̇i(t) =
(A + λiBK)ϕi(t) (i ∈ F ) using K. In Theorem 3.5, K can be given by
K = δ[Re(λ1)]−1R−1BTP , where the matrix P represents the feature of
the subsystem dynamics (A,B) and Re(λ1) represents the contribution of the
complex eigenvalue λi (i ∈ F ), which requires the knowledge of the network
topology. In practical implementation, for the Riccati equation described by
(3.73), the desired P can be obtained using the are() function in Matlab, i.e.,
are(A,B,Q). The approach for determining the gain matrix K is not unique
and the approach in Theorem 3.5 is only one of them. In the case with only
one leader, i.e., M = N − 1, Theorem 3.5 can be applied to determine the
gain matrix of protocol (3.48) for swarm system with one leader to achieve
the formation tracking.

3.3.3 Numerical Simulation

In this subsection, a numerical example is given to illustrate the effective-
ness of theoretical results.

Consider a third-order swarm system with three leaders and ten followers.
The dynamics of each agent are described by (3.46) with

A =

 0 1 1
1 2 1
−2 −6 −3

 , B =

 0 1
−1 0
0 0

 .
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FIGURE 3.9: Directed interaction topology G3.

The directed interaction topology G3 with 0-1 weights is shown in Fig. 3.9.
The states of the ten followers are required to keep the time-varying formation
described by the following hi(t) (i ∈ F ) while tracking the convex combination
of the states of the three leaders:

hi(t) =

⎡
⎢⎢⎢⎣

15 sin
(
t+ (i−1)π

5

)
−15 cos

(
t+ (i−1)π

5

)
30 cos

(
t+ (i−1)π

5

)
⎤
⎥⎥⎥⎦ (i = 1, 2, . . . , 10).

From the above hi(t), if the desired formation tracking is achieved, then
the states of the ten followers will form a parallel decagon and keep rotating
around the convex combination of the states of the three leaders. Choose B̃ =[

0 −1 0
1 0 0

]
and B̄ =

[
0 0 1

]
. It can be verified that the formation

tracking feasibility condition (3.57) in Theorem 3.4 is satisfied. Choose δ =
0.55, R = I and Q = I. Using the approach in Theorem 3.5, one gets vi(t) = 0

and the gain matrix K =

[
1.0053 3.9625 0.5575
−1.2320 −1.0053 −0.3637

]
.
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(a) t = 50s
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x
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(b) t = 60s

FIGURE 3.10: State snapshots of all the agents and the convex combination
of the leaders.

Fig. 3.10 shows the state snapshots of the leaders, followers and the convex
combination of the leaders at t = 50s and t = 60s, where the states of the
followers are marked by “∗”, “•”, “�” and “�”, respectively, and the states
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of the leaders and their convex combination are denoted by pentagrams and
hexagram, respectively. From Fig. 3.10, one sees that (i) the states of the ten
followers form a parallel decagon while keeping rotating around the states of
the three leaders, and (ii) the states of the three leaders are time-varying and
their convex combination lies in the centre of the parallel decagon. Therefore,
the desired time-varying formation tracking with multiple leaders is achieved.

3.4 Conclusions

Leaderless time-varying formation control and leader-follower time-varying
formation tracking problems for homogeneous swarm systems were studied re-
spectively in this chapter. Firstly, necessary and sufficient conditions for gen-
eral linear swarm systems with switching directed topologies to achieve time-
varying formations were presented. A description of the feasible time-varying
formation set and an explicit expression of the time-varying formation ref-
erence function were proposed. Approaches to expand the feasible formation
set and assign the motion modes of the formation reference were given. An
algorithm to design the formation protocol was presented and the stability
analysis of switched systems was provided using piecewise Lyapunov theory.
Furthermore, time-varying formation tracking problems for linear swarm sys-
tems with multiple leaders were investigated. A formation tracking protocol
was constructed using only neighbouring relative information. Necessary and
sufficient conditions for linear swarm systems with multiple leaders to achieve
time-varying formation tracking were derived by utilizing the properties of the
Laplacian matrix. Approaches to design the formation tracking protocol were
proposed by solving an algebraic Riccati equation. The results in this chapter
are mainly based on [33] and [9].



Chapter 4

Formation Tracking Control for
Swarm Systems with Heterogeneous
Disturbances

4.1 Introduction

In Chapter 3, formation control problems for high-order swarm systems
with known and identical dynamics are considered, where it is assumed that
there is not any disturbance. However, actual swarm systems such as multi-
ple UAVs and UGVs are often affected by disturbances during the formation
movement. For example, airflow disturbances including gust and turbulence
have significant impacts on UAV formation flight. The disturbance of each
agent in the swarm system is generally different, and it is difficult to accu-
rately measure the disturbances, which means that there exist heterogeneous
unknown disturbances. Under the influences of heterogeneous disturbances,
even if the agents in the swarm system have the same nominal model, their
actual dynamics are essentially different. Thus, it is called as a ‘weak hetero-
geneous’ swarm system in this book.

Disturbances will make the swarm system unable to form and maintain the
desired formation effectively, or even cause the entire formation to collapse.
In addition, in the applications of formation tracking control, the leader can
be either a reference trajectory that characterizes the macroscopic motion
of the entire formation, or it can denote a cooperative tracking entity and
even a non-cooperative target. When the leader represents a non-cooperative
target, its control input is unknown to all followers and may be time-varying.
The leader’s time-varying input will cause unknown additional terms into
the dynamics of swarm system, which affects seriously the tracking control
performance of the closed-loop system. The existing time-varying formation
tracking results in [8,9,49,50] generally assume that the leader has no control
input and does not consider the influences of disturbances. Therefore, under
the condition of unknown disturbances and leader’s unknown time-varying
input, how to realize the time-varying formation tracking control of the weak
heterogeneous swarm systems is a key problem to be solved.

In this chapter, high-order swarm systems with unknown heterogeneous
disturbances and leader’s time-varying input are considered. The following
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two time-varying formation tracking problems are studied respectively: i) ro-
bust adaptive formation tracking with matched disturbances; ii) finite-time
formation tracking with mismatched disturbances.

The main contents of this chapter are summarized as follows. For the case
with matched disturbances, a robust adaptive time-varying formation tracking
protocol and an algorithm to design the parameters in a distributed manner
are proposed. Then, formation tracking feasible conditions, an approach to
expand the feasible formation set, and sufficient conditions to achieve the de-
sired formation tracking are given. For the case with mismatched disturbances,
based on the finite-time disturbance observer, the integral sliding mode con-
trol, and the super-twisting algorithm, a continuous time-varying formation
tracking protocol using the neighbouring interaction is presented, and the
finite-time convergence of the formation tracking errors is proved.

4.2 Robust Adaptive Formation Tracking with Matched
Disturbances

This section investigates the time-varying formation robust tracking prob-
lems for high-order linear swarm systems with heterogeneous disturbances and
a leader of unknown control input. Firstly, a time-varying formation robust
tracking protocol with a totally distributed form is proposed utilizing the
neighbourhood state information. With the adaptive updating mechanism,
neither any global knowledge about the communication topology nor the up-
per bounds of the parameter uncertainties, external disturbances, actuator
faults, and leader’s unknown input are required in the proposed controller.
Then, in order to determine the control parameters, an algorithm with four
steps is presented, where feasible conditions for the followers to accomplish the
expected time-varying formation tracking are provided. Furthermore, based
on the Lyapunov stability theory, it is proved that the formation tracking error
can converge to zero asymptotically. Finally, a continuous formation tracking
controller is proposed to avoid the large chattering of control inputs, under
which the tracking errors and adaptive parameters are proved to be uniformly
ultimately bounded.

4.2.1 Problem Description

Assume that there exists a swarm system with N + 1 agents, where the
leader is denoted by 0, and the followers are labeled by 1, 2, . . . , N .

Consider the following model for the leader:

ẋ0 (t) = Ax0 (t) +Bu0 (t) , (4.1)
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where x0 (t) ∈ R
n is the state and u0 (t) ∈ R

m is the control input of the leader.
A ∈ R

n×n and B ∈ R
n×m are constant known matrices, where rank (B) = m.

It is assumed that x0 (t) is bounded. Under the influences of unknown param-
eter uncertainties, external disturbances, and actuator faults, the dynamics of
follower i is described by

ẋi(t) = (A+ΔAi(t))xi(t) +B (ρi(t)ui(t) + fbi(t)) + di(t), (4.2)

where xi (t) ∈ R
n and ui (t) ∈ R

m are the state and control input of follower
i, i = 1, 2, . . . , N . ΔAi(t) ∈ R

n×n denotes unknown parameter uncertainties,
di(t) ∈ R

m represents unknown external disturbances, fbi (t) ∈ R
m is the

actuator output bias, and ρi(t) = diag {ρi1(t), ρi2(t), . . . , ρim(t)} with 0 <
ρij (t) � 1 (j = 1, 2, . . . ,m) standing for the effectiveness factor of the j-th
actuator channel. By using different values for ρi(t) and fbi(t), several common
fault modes including loss of effectiveness fault and bias fault can be described
by the model (4.2) [39,137].

The general case where the leader’s time-varying control input u0 (t) can
be unknown and nonzero is considered in this section, which is more difficult
to deal with than u0 (t) ≡ 0 in [8, 49, 50]. u0 (t) is required to satisfy the
following bounded assumption.

Assumption 4.1. The leader’s control input u0 (t) is bounded, and there
exists an unknown positive constant μ such that ‖u0 (t)‖ � μ.

Assume that ΔAi (t) and di (t) for follower i (i = 1, 2, . . . , N) satisfy the
following matching and bounded condition, which are widely used in the lit-
erature [138–140].

Assumption 4.2. There exist matrix Ni (t) and vector d̄i (t) such that
ΔAi (t) = BNi (t) and di (t) = Bd̄i (t), i = 1, 2, . . . , N . Moreover, there
are unknown positive constants αi and γi such that ‖Ni (t)‖ ≤ αi and∥∥d̄i (t)∥∥ ≤ γi.

It is required that the actuator faults of follower i (i = 1, 2, . . . , N) satisfy
the following bounded assumption [39,137].

Assumption 4.3. The unknown actuator output bias fbi (t) is bounded and
there is an unknown positive constant bi such that ‖fbi (t)‖ � bi. The unknown
actuator effectiveness factor ρij (t) is bounded and there is an unknown positive
constant ρ

ij
such that ρ

ij
� ρij (t) � 1, i = 1, 2, . . . , N , j = 1, 2, . . . ,m.

Let hi (t) ∈ R
n (i = 1, 2, . . . , N) denote piecewise continuously differen-

tiable vectors, then the expected time-varying formation of followers can be
specified by a vector hF (t) = [hT

1 (t), h
T
2 (t), . . . , h

T
N (t)]T .

Definition 4.1. For any given bounded initial states, if

lim
t→∞ (xi (t)− hi (t)− x0 (t)) = 0, i = 1, 2, . . . N, (4.3)

then the expected time-varying state formation tracking is accomplished by
swarm system (4.1) and (4.2).
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4.2.2 Robust Adaptive Formation Tracking Controller
Design and Stability Analysis

Let Ḡ denote the topology among N + 1 agents and GF represent the
topology among N followers.

Assumption 4.4. There exists a spanning tree in the graph Ḡ, where the
leader is the root node. In addition, the topology GF among N followers is
undirected.

Let L̄ represent the Laplacian matrix for the graph Ḡ. According to the
leader-follower topology structure, L̄ can be divided into

L̄ =

[
0 01×N

L2 L1

]
,

where L2 = [−w10,−w20, . . . ,−wN0]
T and L1 ∈ R

N×N . According to Lemma
2.1 and Lemma 2.2, it can be verified that L1 is a positive definitive matrix
under Assumption 4.4.

For a desired time-varying formation specified by hF (t), let δi (t) rep-
resent the formation tracking neighbourhood error of the follower i (i ∈
{1, 2, . . . , N}), and δi (t) is defined by

δi(t) = wi0 (xi(t)− hi(t)− x0(t)) +

N∑
j=1

wij ((xi(t)− hi(t))− (xj(t)− hj(t))),

(4.4)

where wi0 > 0 if there is an edge ε0i from the leader to the follower i in
the graph Ḡ and wi0 = 0 otherwise. Let σi (t) ∈ R be positive bounded and

uniform continuous function such that lim
t→∞

∫ t

t0
σi (τ)dτ � σ̄i < ∞, where σ̄i

denotes a positive scalar.
For follower i (i ∈ {1, 2, . . . , N}), consider the following time-varying for-

mation tracking controller:

ui (t) = −ĉi (t)B
TPδi (t)− rFi (t)− rDi (t) , (4.5)

where

rFi (t) =
α̂2
i (t) (‖xi (t)‖+ ‖vi (t)‖)2BTPδi (t)

α̂i (t) (‖xi (t)‖+ ‖vi (t)‖) ‖BTPδi (t)‖+ σi (t)
,

rDi (t) =
β̂2
i (t)B

TPδi (t)

β̂i (t) ‖BTPδi (t)‖+ σi (t)
.

ĉi (t), α̂i (t), and β̂i (t) are adaptive parameters updated by the neighbour-
hood error δi (t), where ĉi (t) denotes time-varying coupling weight, α̂i (t) and
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β̂i (t) represent the adaptive estimations for the upper bounds ᾱi

ρ
i

and β̄i

ρ
i

re-

spectively, ᾱi = max{αi, 1}, β̄i = γi + bi + μ, ρ
i
= min{ρ

i1
, ρ

i2
, . . . , ρ

im
}.

vi (t) ∈ R
m represents the formation tracking compensational input deter-

mined by hF (t). P ∈ R
n×n denotes a positive definite matrix to be deter-

mined.
In the proposed formation tracking controller (4.5), the first term is applied

to drive the followers to achieve the desired formation tracking with ideal
nominal models. The main role of second term rFi (t) is to compensate for the
influences of parameter uncertainties and time-varying formations. The third
term rDi (t) is applied to suppress the unknown input of the leader and the
external disturbance and the actuator output bias of each follower. Compared
with the existing results in [8, 9, 49, 50], it is more difficult to deal with the
time-varying formation and its derivative in this section due to the unknown
actuator effectiveness factors in (4.2).

Let Y = [B̃T , B̄T ]T ∈ R
n×n denote a non-singular matrix, where B̃ ∈

R
m×n and B̄ ∈ R

(n−m)×n satisfy B̃B = Im and B̄B = 0. The existence of
matrix Y is guaranteed by the condition rank (B) = m. An algorithm is given
to design the parameters in the proposed formation tracking controller (4.5)
as follows.

Algorithm 4.1. The following four steps are used to design the time-varying
formation tracking protocol (4.5).

Step 1. For follower i (i ∈ {1, 2, . . . , N}) and a desired time-varying
formation hF (t), check the following time-varying formation tracking feasible
condition:

B̄Ahi (t)− B̄ḣi (t) = 0. (4.6)

If the feasibility condition (4.6) is satisfied, then continue; else hF (t) is not
feasible under the protocol (4.5) and the algorithm stops.

Step 2. The formation tracking compensational input vi (t) is calculated
by

vi(t) = B̃
(
Ahi(t)− ḣi(t)

)
, i = 1, 2, . . . , N. (4.7)

Step 3. Solve the following algebraic Riccati equation (ARE) for a positive
definite matrix P :

ATP + PA− PBBTP +Q = 0, (4.8)

where Q ∈ R
n×n is a positive definite matrix. There exists a positive definite

matrix P to the ARE (4.8) if and only if (A,B) is stabilizable [138].

Step 4. Adaptive parameters ĉi (t), α̂i (t), and β̂i (t) are generated by the
following updating laws:

˙̂ci (t) = −η1iσi (t) ĉi (t) + η1i
∥∥BTPδi (t)

∥∥2, (4.9)
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˙̂αi (t) = −η2iσi (t) α̂i (t) + η2i (‖xi (t)‖+ ‖vi (t)‖)
∥∥BTPδi (t)

∥∥ , (4.10)

˙̂
βi (t) = −η3iσi (t) β̂i (t) + η3i

∥∥BTPδi (t)
∥∥ , (4.11)

where η1i, η2i, and η3i denote any positive constants. The initial values of
adaptive parameters are finite with ĉi (t0) > 0, α̂i (t0) > 0, and β̂i (t0) > 0.

As shown in [9,33], even for ideal nominal swarm systems without distur-
bances, not all time-varying formations can be accomplished. The feasibility
condition (4.6) reveals the requirement on the desired time-varying forma-
tion to be compatible with the agent dynamics. From (4.7), we see that the
compensational input vi (t) can expand the feasible formation set effectively.

The computation of the minimum non-zero eigenvalue of Laplacian matrix
is avoided in this section by using the adaptive weights ĉi (t). Moreover, with

the analytical estimates α̂i (t) and β̂i (t), the bound information of ΔAi(t),
di(t), ρi(t), fbi(t), and u0(t) can be unknown in this section. Therefore, the
proposed adaptive formation tracking protocol (4.5) is determined by each
agent in a totally distributed form, which requires neither any global informa-
tion of the graph nor the upper bounds of disturbances, faults, and leader’s
unknown input.

The following theorem guarantees that time-varying formation tracking
can be accomplished by swarm system (4.1) and (4.2).

Theorem 4.1. Suppose that Assumptions 4.1–4.4 hold. If the desired time-
varying formation hF (t) satisfies the feasibility condition (4.6) and (A,B) is
stabilizable, then swarm system (4.1) and (4.2) can achieve the desired time-
varying formation tracking under the distributed controller (4.5) determined
by Algorithm 4.1.

Proof. For follower i (i ∈ {1, 2, . . . , N}), substituting the controller (4.5) into
(4.2) gives

ẋi(t) = (A+BNi(t))xi(t) +Bρi(t)
(
−ĉi (t)B

TPδi(t)− rFi(t)− rDi(t)
)

+B
(
fbi(t) + d̄i(t)

)
. (4.12)

Let x(t) = [xT
1 (t), x

T
2 (t), . . . , x

T
N (t)]T , δ(t) = [δT1 (t), δ

T
2 (t), . . . , δ

T
N (t)]T ,

rF (t) = [rTF1(t), r
T
F2(t), . . . , r

T
FN (t)]T , rD(t) = [rTD1(t), r

T
D2(t), . . . , r

T
DN (t)]T ,

fb(t) = [fT
b1(t), f

T
b2(t), . . . , f

T
bN (t)]T , and d̄(t) = [d̄T1 (t), d̄

T
2 (t), . . . , d̄

T
N (t)]T . Sys-

tem (4.12) can be rewritten as the following compact form:

ẋ (t) = (IN ⊗A)x (t)−
(
Ĉ ⊗B

)
Ξ
(
IN ⊗BTP

)
δ(t)

− (IN ⊗B) Ξ (rF (t) + rD(t)) + (IN ⊗B)
(
Λx (t) + fb (t) + d̄ (t)

)
,

(4.13)

where Ĉ = diag {ĉ1(t), ĉ2(t), . . . , ĉN (t)}, Ξ = diag {ρ1(t), ρ2(t), . . . , ρN (t)},
and Λ = diag{N1(t), N2(t), . . . , NN (t)}.
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Let ς(t) = [ςT1 (t), ς
T
2 (t), . . . , ς

T
N (t)]T , where ςi(t) = xi(t) − hi(t) − x0(t)

(i = 1, 2, . . . , N) denotes the formation tracking error for follower i. According
to (4.1) and (4.13), it holds that

ς̇ (t) = (IN ⊗A) ς (t)−
(
Ĉ ⊗B

)
Ξ
(
IN ⊗BTP

)
δ(t)

− (IN ⊗B) Ξ (rF (t) + rD(t)) + (IN ⊗B)
(
Λx (t) + fb (t) + d̄ (t)

)
− (1N ⊗B)u0 (t) + (IN ⊗A)hF (t)− ḣF (t) . (4.14)

Consider the following Lyapunov function candidate:

V1 (t) = ςT (t) (L1 ⊗ P ) ς (t) +

N∑
i=1

ρ
i
c̃2i (t)

η1i
+

N∑
i=1

ρ
i
α̃2
i (t)

η2i
+

N∑
i=1

ρ
i
β̃2
i (t)

η3i
,

(4.15)

where c̃i (t) = ĉi (t)− c
ρ
i

, α̃i (t) = α̂i (t)− ᾱi

ρ
i

, β̃i (t) = β̂i (t)− β̄i

ρ
i

, c is a positive

constant to be determined, ρ
i
= min{ρ

i1
, ρ

i2
, . . . , ρ

im
}, ᾱi = max{αi, 1}, β̄i =

γi + bi + μ.
Take the time derivative of V1 (t) along the trajectory of (4.14), and sub-

stitute adaptive updating laws (4.9)-(4.11) into it. Then, we have

V̇1(t) =ςT (t)
(
L1 ⊗ (PA+ATP )

)
ς(t)−2ςT (t)(L1Ĉ ⊗ PB)Ξ(IN ⊗BTP )δ(t)

−2ςT (t)(L1⊗PB)Ξ(rF (t)+rD(t))+2ςT (t)(L1⊗PB)(Λx(t)+fb(t)+d̄(t))

− 2ςT (t)(L11N ⊗ PB)u0(t)+2ςT (t)(L1 ⊗ P )((IN ⊗A)hF (t)−ḣF (t))

+ 2
N∑
i=1

ρ
i
c̃i (t)

(
−σi (t) ĉi (t) +

∥∥BTPδi (t)
∥∥2)

+ 2
N∑
i=1

ρ
i
α̃i (t)

(
−σi (t) α̂i (t) + (‖xi (t)‖+ ‖vi (t)‖)

∥∥BTPδi (t)
∥∥)

+ 2
N∑
i=1

ρ
i
β̃i (t)

(
−σi (t) β̂i (t) +

∥∥BTPδi (t)
∥∥). (4.16)

From the definitions of δi (t) and ςi (t) (i = 1, 2, . . . , N), one gets that
δ (t) = (L1 ⊗ In) ς (t). Since Assumption 4.3 holds, it follows that

− 2ςT (t)
(
L1Ĉ ⊗ PB

)
Ξ
(
IN ⊗BTP

)
δ(t) + 2

N∑
i=1

ρ
i
c̃i (t)

∥∥BTPδi (t)
∥∥2

= −2

N∑
i=1

ĉi(t)δ
T
i (t)PBρi(t)B

TPδi(t) + 2

N∑
i=1

ρ
i

(
ĉi(t)−

c

ρ
i

)∥∥BTPδi(t)
∥∥2

� −2c

N∑
i=1

δTi (t)PBBTPδi (t). (4.17)
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According to the forms of rD(t) and rF (t), one has

− 2ςT (t) (L1 ⊗ PB) ΞrD(t) + 2

N∑
i=1

ρ
i
β̃i (t)

∥∥BTPδi (t)
∥∥

� 2
N∑
i=1

ρ
i

β̂i (t)
∥∥BTPδi (t)

∥∥σi (t)

β̂i (t) ‖BTPδi (t)‖+ σi (t)
− 2

N∑
i=1

β̄i

∥∥BTPδi (t)
∥∥

� 2
N∑
i=1

ρ
i
σi (t)− 2

N∑
i=1

β̄i

∥∥BTPδi (t)
∥∥, (4.18)

− 2ςT (t) (L1 ⊗ PB) ΞrF (t) + 2

N∑
i=1

ρ
i
α̃i (t) (‖xi (t)‖+ ‖vi (t)‖)

∥∥BTPδi (t)
∥∥

� 2
N∑
i=1

ρ
i
σi (t)− 2

N∑
i=1

ᾱi (‖xi (t)‖+ ‖vi (t)‖)
∥∥BTPδi (t)

∥∥. (4.19)

Substituting the inequalities (4.17)-(4.19) into (4.16) yields

V̇1 (t) � ςT (t)
(
L1 ⊗

(
PA+ATP

))
ς (t)− 2c

N∑
i=1

δTi (t)PBBTPδi (t)

− 2
N∑
i=1

β̄i

∥∥BTPδi (t)
∥∥− 2

N∑
i=1

ᾱi (‖xi (t)‖+ ‖vi (t)‖)
∥∥BTPδi (t)

∥∥
+ 2ςT (t) (L1 ⊗ PB)

(
Λx(t)+fb(t)+d̄(t)

)
−2ςT (t) (L11N ⊗ PB)u0(t)

+ 2ςT (t) (L1 ⊗ P )
(
(IN ⊗A)hF (t)− ḣF (t)

)
+ 4

N∑
i=1

ρ
i
σi (t)

− 2
N∑
i=1

ρ
i
σi (t)

(
c̃i (t) ĉi (t) + α̃i (t) α̂i (t) + β̃i (t) β̂i (t)

)
. (4.20)

In light of Assumptions 4.1-4.3, it holds that

−2ςT (t) (L11N ⊗ PB)u0 (t) = −2

N∑
i=1

δTi (t)PBu0 (t) � 2μ

N∑
i=1

∥∥BTPδi (t)
∥∥,

2ςT (t) (L1 ⊗ PB)
(
fb(t)+ d̄(t)

)
= 2

N∑
i=1

δTi (t)PB
(
fbi(t)+ d̄i(t)

)

� 2 (γi + bi)

N∑
i=1

∥∥BTPδi(t)
∥∥.
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Note that β̄i = γi + bi + μ. We can obtain

2ςT (t) (L1 ⊗ PB)
(
fb (t) + d̄ (t)− 1N ⊗ u0 (t)

)
− 2

N∑
i=1

β̄i

∥∥BTPδi (t)
∥∥ � 0.

(4.21)

Under Assumption 4.2, it can be verified that

2ςT (t) (L1 ⊗ PB) Λx (t) = 2

N∑
i=1

δTi (t)PBNi (t)xi (t)

� 2
N∑
i=1

αi ‖xi (t)‖
∥∥BTPδi (t)

∥∥. (4.22)

Since the desired formation hF (t) satisfies the feasibility condition (4.6), we
have

B̄Ahi (t)− B̄ḣi (t)− B̄Bvi (t) = 0. (4.23)

It follows from (4.7) that

B̃Ahi (t)− B̃ḣi (t)− B̃Bvi (t) = 0. (4.24)

Since Y = [B̃T , B̄T ]T is a non-singular matrix, it holds from (4.23) and (4.24)
that

Ahi (t)− ḣi (t)−Bvi (t) = 0, i = 1, 2, . . . , N. (4.25)

Then, we have

2ςT (t) (L1 ⊗ P )
(
(IN ⊗A)hF (t)− ḣF (t)

)
= 2

N∑
i=1

δTi (t)PBvi(t)

� 2
N∑
i=1

‖vi(t)‖
∥∥BTPδi(t)

∥∥.
(4.26)

Since ᾱi = max{αi, 1}, it can be verified from (4.22) and (4.26) that

2ςT (t) (L1 ⊗ PB) Λx (t) + 2ςT (t) (L1 ⊗ P )
(
(IN ⊗A)hF (t)− ḣF (t)

)
− 2

N∑
i=1

ᾱi (‖xi (t)‖+ ‖vi (t)‖)
∥∥BTPδi (t)

∥∥ � 0. (4.27)
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According to the well-known Young’s inequality, one has −c̃i (t) ĉi (t) =

−c̃2i (t)− c̃i (t)
c
ρ
i

� c2

4ρ2
i

, −α̃i (t) α̂i (t) � ᾱ2
i

4ρ2
i

, −β̃i (t) β̂i (t) � β̄2
i

4ρ2
i

. Substituting

(4.21) and (4.27) into (4.20) gives

V̇1 (t) �ςT (t)
(
L1 ⊗

(
PA+ATP

))
ς (t)− 2cςT (t)

(
L2
1 ⊗ PBBTP

)
ς (t)

+
N∑
i=1

kiσi (t), (4.28)

where ki = 4ρ
i
+ c2

2ρ
i

+
ᾱ2

i

2ρ
i

+
β̄2
i

2ρ
i

, i = 1, 2, . . . , N .

Note that L1 > 0 under Assumption 4.4. Let λi > 0 (i = 1, 2, . . . , N)
denote the eigenvalues of L1. Choose a unitary matrix U ∈ R

N×N such
that UTL1U = diag {λ1, λ2, . . . , λN} � JL. Let ψ(t) =

(
UT ⊗ In

)
ς(t) =

[ψT
1 (t), ψ

T
2 (t), . . . , ψ

T
N (t)]T . Then, it follows from (4.28) that

V̇1 (t) � ψT (t)
(
JL ⊗

(
ATP + PA

)
− 2cJ2

L ⊗ PBBTP
)
ψ (t) +

N∑
i=1

kiσi (t)

=
N∑
i=1

λiψ
T
i (t)

(
ATP + PA− 2cλiPBBTP

)
ψi (t) +

N∑
i=1

kiσi (t).

(4.29)

Choose sufficiently large c such that c > 1
2mini=1,...,N{λi} . It can be verified from

(4.8) that ATP + PA− 2cλiPBBTP � −Q, where Q is a positive matrix. It
follows from (4.29) that

V̇1 (t) � −λ‖ψ (t)‖2 +
N∑
i=1

kiσi (t), (4.30)

where λ = mini=1,...,N {λi}λmin (Q). Since lim
t→∞

∫ t

t0
σi (τ)dτ � σ̄i < ∞, taking

the integral of (4.30) from t0 to t gives

V1 (t) � V1 (t0)−
∫ t

t0

λ‖ψ (τ)‖2dτ +

∫ t

t0

N∑
i=1

kiσi (τ)dτ

� V1 (t0) +

N∑
i=1

kiσ̄i. (4.31)

From (4.31), we can obtain that V1(t) is uniformly bounded, which implies
that ψi(t), c̃i(t), α̃i(t), and β̃i(t) (i = 1, 2, . . . , N) are uniformly bounded.

Since V1 (t) � 0, it holds from (4.31) that
∫ t

t0
λ‖ψ (τ)‖2dτ � V (t0) +

N∑
i=1

kiσ̄i. From (4.14), one can obtain that ψ̇ (t) is bounded, which further
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shows that ψ (t) is uniformly continuous. According to Barbalat lemma [141],
it can be verified that limt→∞ψ(t) = 0. Since ψ(t) =

(
UT ⊗ In

)
ς(t), we have

limt→∞ς(t) = 0, i.e., limt→∞ (xi (t)− hi (t)− x0 (t)) = 0, i = 1, 2, . . . , N .
Based on Definition 4.1, one has that the desired formation tracking is achieved
by swarm (4.1) and (4.2) under the distributed controller (4.5). This completes
the proof of Theorem 4.1.

Theorem 4.1 shows that swarm system can achieve the desired time-
varying formation tracking under the influences of several types of distur-
bances. The proposed controller (4.5) is fully distributed with no need for any
global information of the graph and the bounds of the unknown disturbances.
Due to the possible loss of effectiveness faults, there are unknown actuator
effectiveness factors in the dynamics model of each follower, which makes it
more difficult to compensate for the time-varying formation and its derivative
in this section. Compared with [8, 9, 49, 50], by using time-varying control in-
put u0 (t), the leader (4.1) can generate more general reference trajectories,
and could also represent a non-cooperative target for practical applications.

For any uniform continuous bounded function σi (t) (i = 1, 2, . . . , N) sat-

isfying lim
t→∞

∫ t

t0
σi (τ)dτ � σ̄i < ∞, one gets that limt→∞ σi (t) = 0. Consid-

ering the structures of rFi (t) and rDi (t) in the proposed controller (4.5), the
control inputs will have large chattering when t → ∞. To avoid this phe-
nomenon, we will modify the formation tracking controller, and the following
theorem shows the uniform ultimate boundedness of ςi (t), ĉi (t), α̂i (t), and

β̂i (t), i = 1, 2, . . . , N .

Theorem 4.2. The function σi (t) in the formation controller (4.5) and the
adaptive laws (4.9), (4.10), and (4.11) is replaced by a positive constant σ̌i

(i = 1, 2, . . . , N). Suppose that Assumptions 4.1-4.4 hold. If the desired time-
varying formation hF (t) satisfies the feasibility condition (4.6) and (A,B) is
stabilizable, then the formation tracking error ς (t) and the adaptive parameters

ĉi (t), α̂i (t), β̂i (t) (i = 1, 2, . . . , N) are uniformly ultimately bounded and
converge to the following bounded set exponentially:

D =

{
ς (t) , c̃i (t) , α̃i (t) , β̃i (t) : V1 (t) <

1

ε

N∑
i=1

κ̄iσ̌i

}
, (4.32)

where V1(t) is defined as (4.15), and positive constants κ̄i = 4ρ
i
+ c2

ρ
i

+
ᾱ2

i

ρ
i

+
β̄2
i

ρ
i

,

c > 1
2mini=1,...,N{λi} , and ε � mini=1,...,N

{
σ̌iη1i, σ̌iη2i, σ̌iη3i,

λmin(Q)
λmax(P )

}
.
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Proof. Follow the similar steps as the proof of Theorem 4.1. It holds that

V̇1 (t) �− εV1 (t) + εV1 (t) + ςT (t)
(
L1 ⊗

(
PA+ATP

))
ς (t)

− 2cςT (t)
(
L2
1 ⊗ PBBTP

)
ς (t) + 4

N∑
i=1

ρ
i
σ̌i

− 2

N∑
i=1

ρ
i
σ̌i

(
c̃i (t) ĉi (t) + α̃i (t) α̂i (t) + β̃i (t) β̂i (t)

)
. (4.33)

According to Young’s inequality, one has that −c̃i (t) ĉi (t) = −c̃2i (t) −
c̃i (t)

c
ρ
i

� − 1
2 c̃

2
i (t) +

c2

2ρ2
i

, −α̃i (t) α̂i (t) � − 1
2 α̃

2
i (t) +

ᾱ2
i

2ρ2
i

, −β̃i (t) β̂i (t) �

− 1
2 β̃

2
i (t) +

β̄2
i

2ρ2
i

. Substituting (4.15) into (4.33) yields

V̇1(t) �− εV1(t)+ς
T (t)

(
L1 ⊗ (PA+ATP )−2cL2

1 ⊗ PBBTP+εL1 ⊗ P
)
ς(t)

+
N∑
i=1

ρ
i

(
ε

η1i
− σ̌i

)
c̃2i (t) +

N∑
i=1

ρ
i

(
ε

η2i
− σ̌i

)
α̃2
i (t)

+
N∑
i=1

ρ
i

(
ε

η3i
− σ̌i

)
β̃2
i (t) +

N∑
i=1

(
4ρ

i
+

c2

ρ
i

+
ᾱ2
i

ρ
i

+
β̄2
i

ρ
i

)
σ̌i. (4.34)

Using the same transformation ψ(t) =
(
UT ⊗ In

)
ς(t) as Theorem 4.1, since

c > 1
2mini=1,...,N{λi} and ε � λmin(Q)

λmax(P ) , it can be verified from (4.8) that

ςT (t)
(
L1 ⊗

(
PA+ATP

)
− 2cL2

1 ⊗ PBBTP + εL1 ⊗ P
)
ς (t) � 0. (4.35)

Furthermore, for ε � mini=1,...,N {σ̌iη1i, σ̌iη2i, σ̌iη3i}, one gets

V̇1 (t) � −εV1 (t) +

N∑
i=1

κ̄iσ̌i, (4.36)

where κ̄i = 4ρ
i
+ c2

ρ
i

+
ᾱ2

i

ρ
i

+
β̄2
i

ρ
i

. According to Comparison lemma [127], one

has

V1 (t) �
(
V1 (t0)−

1

ε

N∑
i=1

κ̄iσ̌i

)
e−ε(t−t0) +

1

ε

N∑
i=1

κ̄iσ̌i. (4.37)

Thus, V1(t) converges to the bounded set D in (4.32) exponentially. This
completes the proof of Theorem 4.2.

If σ̌i is chosen to be sufficiently small such that

max
i=1,...,N

{σ̌iη1i, σ̌iη2i, σ̌iη3i} � λmin (Q)

λmax (P )
,
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then it holds from (4.34) that

V̇1(t) � −εV1(t)−
(
λmin (Q)

λmax (P )
− ε

)
min

i=1,...,N
{λi}λmin (P ) ‖ς(t)‖2 +

N∑
i=1

κ̄iσ̌i.

Let ϕmin =
(

λmin(Q)
λmax(P ) − ε

)
mini=1,...,N {λi}λmin (P ). If ‖ς (t)‖2 � 1

ϕmin

N∑
i=1

κ̄iσ̌i,

one gets that V̇1 (t) � −εV1 (t). Thus, ‖ς (t)‖2 will converge to the upper bound
1

ϕmin

N∑
i=1

κ̄iσ̌i. In practical applications, if the actuator performance is allowed,

one can choose σ̌i (i = 1, 2, . . . , N) relatively small to make the formation
error ς (t) as small as possible. If the formation error is small enough to meet
the actual requirements, then the practical time-varying formation tracking is
said to be accomplished by the swarm system.

4.2.3 Simulation Example

Consider a swarm system with 9 agents, where the leader is denoted by
0, and the followers are labeled by 1, 2, . . . , 8. The graph of swarm system is
shown in Fig. 4.1, where the weights of edges are assumed to be 0 or 1.

FIGURE 4.1: Interaction topology.

The dynamics models of the leader and the follower are described by
(4.1) and (4.2) respectively, where xi(t) = [xi1(t), xi2(t), xi3(t)]

T
, ui(t) =

[ui1(t), ui2(t)]
T
, A =

⎡
⎣ 0 1 0

0 0 1
−4 −6 −4

⎤
⎦, B =

⎡
⎣ 0 1

0 −1
1 0

⎤
⎦. It is assumed

that the time-varying input of leader is u0(t) = [1, 0.5 sin(t)]T and u0 (t) is
unknown for all the followers. The parameter uncertainties and external dis-
turbances of each follower are shown in TABLE 4.1. Moreover, assume that fol-
lower 3 has loss of effectiveness fault with ρ3 (t) = diag {0.6− 0.2 sin (t) , 0.4}.
Follower 4 has both loss of effectiveness and output bias fault with ρ5 (t) =
diag

{
0.5 + 0.2e−0.1t, 0.3 + 0.1 cos(t)

}
and fb5 (t) = [−2e−0.1t, 1 + 0.5 cos(t)]T .
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TABLE 4.1: Unknown disturbances for each follower.
No. Parameter uncertainty External disturbance

F-1 ΔA1 =

⎡
⎣ 0 0.5 cos (t) 0

0 −0.5 cos (t) 0
sin (t) 0 0

⎤
⎦ d1=[0.5,−0.5, sin(t)]T

F-2 ΔA2 = 0 d2=[cos(t),− cos(t), 0]T

F-3 ΔA3 =

⎡
⎣ 0 0 0

0 0 0
0 0 e−0.1t

⎤
⎦ d3=[sin(t),− sin(t), cos(t)]T

F-4 ΔA4 = 0 d4=[e−0.1t,−e−0.1t, 1]T

F-5 ΔA5 =

⎡
⎣ 0.5 sin(t) 0 − cos(t)

−0.5 sin(t) 0 cos(t)
0 0 0

⎤
⎦ d5=[cos(t),− cos(t), 2e−0.2t]T

F-6 ΔA6 = 0 d6=[sin(t),− sin(t),−1]T

F-7 ΔA7 =

⎡
⎣ −0.5e−0.2t 0 0

0.5e−0.2t 0 0
0 0 − sin (t)

⎤
⎦ d7=[0, 0,− cos(t)]T

F-8 ΔA8 = 0 d8=[−0.5, 0.5, e−0.1t]T

The followers need to achieve a time-varying regular octagon formation
tracking, and the expected formation vector hF (t) = [hT

1 (t), h
T
2 (t), . . . , h

T
8 (t)]

T

is defined as

hi (t) =

⎡
⎣ r sin (�t+ (i− 1)π/4)

r� cos (�t+ (i− 1)π/4)
−r�2 sin (�t+ (i− 1)π/4)

⎤
⎦ , i = 1, 2, . . . , 8.

Let r = 1 and � = 1. When hF (t) is achieved, these eight followers locate
respectively at the eight vertexes of a regular octagon and rotate at the angular
speed of 1 rad/s while tracking the state trajectory of the leader.

Let B̃ =

[
0 0 1
1 0 0

]
and B̄ = [ 1 1 0 ] such that B̃B = I2 and

B̄B = 0. It can be verified that the time-varying formation tracking feasibil-
ity condition (4.6) is satisfied for all the followers. From (4.7), the formation

compensation input is described as vi = [−5 cos (t+ (i− 1)π/4) , 0]
T
, i =

1, 2, . . . , 8. Let Q = 0.5I3 and solving the Riccati equation (4.8) gives

P =

⎡
⎣ 0.7722 0.5931 0.0581

0.5931 1.0268 0.1236
0.0581 0.1236 0.0918

⎤
⎦. The formation controller in Theorem 4.2

is applied in this simulation. For follower i (i = 1, 2, . . . , 8), let σ̌i = 0.005,

η1i = 1, η2i = 1, η3i = 1, ĉi (0) = 2, α̂i (0) = 2, and β̂i (0) = 2. The initial
states of each agent are generated by random numbers within the interval
[−1, 1].

Fig. 4.2 depicts the state snapshots of the eight followers and the leader
at different time instants, where these eight followers are represented by the
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(a) t = 0s (b) t = 26s

(c) t = 28s (d) t = 30s

FIGURE 4.2: State snapshots of the eight followers and leader at different
time instants.

plus sign, diamond, downward-pointing triangle, square, cross, circle, asterisk
and upward-pointing triangle respectively, and the leader is denoted by the
six-pointed star. Fig. 4.3 shows the state trajectory of the leader within 30s,
where the initial state x0 (0) is denoted by the circle and the final state x0 (30)
is represented by the five-pointed star. The two norm of the time-varying for-
mation tracking errors of eight followers are shown in Fig. 4.4. The adaptive
parameters ĉi (t), α̂i (t), and β̂i (t) (i = 1, 2, . . . , 8) are shown in Fig. 4.5. From
Figs. 4.2-4.4, one sees that the followers achieve the regular octagon formation
tracking and the leader’s state x0 (t) lies in the centre of the octagon. More-
over, the achieved octagon formation rotates around the leader and the edge
length is time-varying. As shown in Fig. 4.5, all the adaptive parameters are
ultimately bounded. Therefore, under the proposed controller (4.5), practical
time-varying regular octagon formation robust tracking with bounded errors
is accomplished by weak heterogeneous swarm system.
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FIGURE 4.3: Trajectory of the leader x0 (t) within t = 30s.

FIGURE 4.4: Time-varying formation tracking errors.

4.3 Finite-time Formation Tracking with Mismatched
Disturbances

In the last section, the unknown disturbances for the followers are required
to satisfy the given matched condition. However, in some practical scenes,
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(a) ĉi(t) (b) α̂i(t)

(c) β̂i(t)

FIGURE 4.5: History of the adaptive updating parameters.

there may exist mismatched disturbances which affect the dynamics of each
agent different from the channels of control inputs, such as magnetic levitation
vehicle systems and missile systems. Since the mismatched disturbances can-
not be compensated by the control inputs directly, it is more difficult to realize
the expected formation tracking for swarm systems with mismatched distur-
bances. Moreover, the formation tracking controller in Section 4.2 only focuses
on asymptotic stability, which means that the expected formation tracking
cannot be realized in finite time. As indicated in [128, 142, 143], finite-time
control has faster convergence rate, higher accuracy, and better robust prop-
erties. Thus, finite-time formation tracking problems for high-order swarm
systems with mismatched disturbances will be further studied in this section.
Firstly, a disturbance observer is designed for each follower to estimate the
disturbances in finite time. Then, based on the homogeneous finite-time con-
trol, the integral sliding mode control, and the super-twisting algorithm, a
distributed formation tracking protocol is presented utilizing the neighbour-
ing interaction. Furthermore, it is proved that the desired formation tracking
can be realized in finite time by swarm systems in the presence of mismatched
disturbances and the leader’s unknown input.
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4.3.1 Problem Description

Consider a swarm system with one leader and N followers, where the
leader is denoted by 0 and the followers are represented by 1, 2, . . . , N . The
interaction topology of the swarm system is describe by a directed graph Ḡ.

Assumption 4.5. The graph Ḡ has a spanning tree rooted by the leader.

Similar to Section 4.2, the Laplacian matrix L̄ of graph Ḡ can be divided

into L̄ =

[
0 01×N

L2 L1

]
, where L1 ∈ R

N×N and L2 ∈ R
N×1. According to

Lemma 2.2, all eigenvalues of L1 have positive real parts under Assumption
4.5.

In this section, the followers will be classified into informed ones and un-
informed ones as the following definition.

Definition 4.2. A follower is said to be informed if its neighbour set contains
the leader. Let FI represent the set of the informed followers. The rest of the
followers are called the uninformed ones, which are denoted by the set FU .

The dynamics of follower i (i ∈ {1, 2, . . . , N}) is described by⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ẋi,1 (t) = xi,2 (t) + di,1 (t) ,

ẋi,2 (t) = xi,3 (t) + di,2 (t) ,

· · · · · ·
ẋi,n (t) = ui (t) + di,n (t) ,

yi (t) = xi,1 (t) ,

(4.38)

where xi,l(t) ∈ R (l = 1, 2, . . . , n) is the state, ui(t) ∈ R is the control input,
yi(t) ∈ R is the output, di,1(t), di,2(t), . . . , di,n−1(t) denote the mismatched
disturbances, and di,n(t) represents the matched disturbance. The leader is
modeled as ⎧⎪⎨

⎪⎩
ẋ0,l (t) = x0,l+1 (t) , l = 1, 2, . . . , n− 1,

ẋ0,n (t) = u0 (t) ,

y0 (t) = x0,1 (t) ,

(4.39)

where x0,l(t) ∈ R, u0(t) ∈ R, and y0(t) ∈ R (l = 1, 2, . . . , n) are the state,
control input, and output of the leader respectively.

The control input u0(t) of the leader is also assumed to be unknown to all
the followers in this section. Then, the leader can represent a non-cooperative
target whose control input is usually unavailable.

Assumption 4.6. The leader’s control input u0(t) and its derivative u̇0(t) are
globally bounded, and there exist positive constants δ and ε such that |u0(t)| �
δ and |u̇0(t)| � ε.
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The desired time-varying output formation of each follower is described by
a vector hF (t) = [h1(t), h2(t), . . . , hN (t)]T , where hi(t) ∈ R (i = 1, 2, . . . , N)
are n times differentiable. Note that the expected formation is realized by
the physical movement of each follower with n-order dynamics. Thus, it is
reasonable to have the n times differentiability requirement on hi(t).

Definition 4.3. Consider the swarm system composed of (4.38) and (4.39).
For any given bounded initial states, if there exists a finite time T > 0 such
that {

lim
t→T

(yi(t)− hi(t)− y0(t)) = 0, i = 1, 2, . . . , N,

yi(t)− hi(t)− y0(t) = 0, ∀t � T,
(4.40)

then the swarm system is said to achieve the expected finite-time time-varying
output formation tracking.

This section aims to present a distributed formation control protocol for
high-order swarm system such that the desired time-varying output forma-
tion tracking can be accomplished in finite time under the influences of the
mismatched disturbances and the leader’s unknown input.

The following lemma gives an approach to design finite-time disturbance
observer.

Lemma 4.1 ([144]). Consider the following system:

ẋ(t) = u(t) + ϑ(t), (4.41)

where x(t) ∈ R, u(t) ∈ R, and ϑ(t) ∈ R are the state, control input, and ex-
ternal disturbance respectively. Suppose that ϑ(t) is p times differentiable and
ϑ(p)(t) has a known Lipschitz constant l. Construct the following disturbance
observer:

ϕ0(t) = −λ0l
1

p+1 sig
p

p+1 (ξ0(t)− x(t)) + ξ1(t),

ξ̇0(t) = u(t) + ϕ0(t),

ϕk(t) =−λkl
1

p+1−k sig
p−k

p+1−k (ξk(t)−ϕk−1(t))+ ξk+1(t),

ξ̇k(t) = ϕk(t), k = 1, 2, . . . , p− 1,

ξ̇p(t) = −λpl sgn(ξp(t)− ϕp−1(t)),

(4.42)

where λ0, λ1, . . . , λp denote positive observer gains. ξ0(t) = x̂(t), ξ1(t) =

ϑ̂(t), ξ2(t) =
ˆ̇
ϑ(t), . . . , ξp(t) = ϑ̂(p−1)(t) are the estimates of

x(t), ϑ(t), ϑ̇(t), . . . , ϑ(p−1)(t). Choose sufficiently large gains λ0, λ1, . . . , λp.
Then, the disturbance observer (4.42) is finite-time convergent.

The following lemma summarizes the results about the super-twisting al-
gorithm (STA) in [145].
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Lemma 4.2 ([145]). Consider the following system:{
ẏ1(t) = −k1sig

1/2 (y1(t)) + y2(t),

ẏ2(t) = −k2 sgn (y1(t)) + ρ(t),
(4.43)

where y1(t) ∈ R and y2(t) ∈ R stand for the states, k1 and k2 are gains to
be ascertained, and ρ(t) is the perturbation term. Suppose that ρ(t) is globally
bounded and there exists a positive constant γ such that |ρ(t)| � γ. For any
given γ, there are gains k1 and k2 such that the origin is globally finite-time
stable. The gains k1 and k2 can be chosen by the following algorithm:
i) Select positive constants β1 and β2 satisfying 0 < β1 < 1, β2 > 1, β1β2 > 1.
ii) Choose appropriate positive constants χ1 and χ2 such that

χ1 −
2

β2
χ2 > χ2

2 − β1 (1 + χ1)χ2 +
1

4
(1 + χ1)

2
.

iii) The gains k1 and k2 are chosen as k1 = χ1

√
2β2

(1−β1)χ2

√
γ, k2 = 1+β1

1−β1
γ.

A homogeneous finite-time control approach for high-order system is sum-
marized as follows.

Lemma 4.3 ([146]). The following n-order system is considered:{
żl (t) = zl+1 (t) , l = 1, 2, . . . , n− 1,

żn (t) = u (t) ,
(4.44)

where zl(t) ∈ R (l = 1, 2, . . . , n) is the state, u(t) ∈ R is the control input.
Construct the following controller:

u(t) = −
n∑

l=1

clsig
βl (zl(t)), (4.45)

where cl (l = 1, 2, . . . , n) are positive constants to make the polynomial xn +

cnx
n−1+ · · ·+c2x+c1 Hurwitz, and βl−1 = βlβl+1

2βl+1−βl
(l = 2, 3, . . . , n), βn+1 =

1. There exists a positive scale 0 < σ < 1 such that the origin of system (4.44)
is a globally finite-time stable equilibrium for any 1 − σ < βn < 1 by the
controller (4.45).

4.3.2 Finite-time Controller Design and Stability Analysis

It is assumed that the unknown disturbances of each follower satisfy the
following condition.

Assumption 4.7. The disturbance di,l(t) (i ∈ {1, 2, . . . , N}, l ∈ {1, 2, . . . , n})
is n − l + 1 times differentiable, and there is a Lipschitz constant Li,l for

d
(n−l+1)
i,l (t).
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Assumption 4.7 is applied widely to deal with mismatched disturbances
in the existing works (see, e.g., [144, 147, 148]). Many types of disturbances,
including constant, ramp, and sinusoidal signals, satisfy this assumption.

For follower i (i ∈ {1, 2, . . . , N}), construct the following disturbance ob-
server:

ϕ0
i,l(t) = −λ0

i,l(Li,l)
1

n−l+2 sig
n−l+1
n−l+2 (ξ0i,l(t)−xi,l(t))+ξ1i,l(t),

ξ̇0i,l(t) = fi,l(t) + ϕ0
i,l(t),

ϕk
i,l(t) = −λk

i,l(Li,l)
1

n−l+2−k sig
n−l+1−k
n−l+2−k (ξki,l(t)−ϕk−1

i,l (t)) + ξk+1
i,l (t),

ξ̇ki,l(t) = ϕk
i,l(t), k = 1, 2, . . . , n− l,

ξ̇n−l+1
i,l (t) = −λn−l+1

i,l Li,l sgn(ξ
n−l+1
i,l (t)− ϕn−l

i,l (t)),

(4.46)

where fi,l(t) = xi,l+1(t) (l = 1, 2, . . . , n − 1) and fi,n(t) = ui(t). λ0
i,l,

λ1
i,l, . . ., and λn−l+1

i,l (l = 1, 2, . . . , n) denote the positive observer gains.

ξ0i,l(t) = x̂i,l(t), ξ
1
i,l(t) = d̂i,l(t), . . ., ξ

n−l+1
i,l (t) = d̂

(n−l)
i,l (t) are the estimates of

xi,l (t) , di,l (t) , . . . , d
(n−l)
i,l (t).

Lemma 4.4. Suppose that Assumption 4.7 holds. For high-order system
(4.38), the disturbance observer (4.46) is convergent in a finite time T1 by
choosing sufficiently large observer gains λ0

i,l, λ
1
i,l, . . ., λ

n−l+1
i,l (i = 1, 2, . . . , N ,

l = 1, 2, . . . , n).

Proof. In light of Lemma 4.1, we can get the finite-time convergence of the
observer (4.46) directly. So the detailed proof is omitted here.

For follower i, let ei,l(t) (i ∈ {1, 2, . . . , N}, l=1, 2, . . . , n) denote the local
formation errors relative to its neighbours in the state components xi,l(t)
respectively. ei,l(t) are defined as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ei,1 = wi0 (xi,1 − hi − x0,1)

+
N∑
j=1

wij ((xi,1 − hi)− (xj,1 − hj)),

ei,l = wi0

(
xi,l − h

(l−1)
i +

l−1∑
m=1

d̂
(l−1−m)
i,m − x0,l

)

+

N∑
j=1

wij

[(
xi,l − h

(l−1)
i +

l−1∑
m=1

d̂
(l−1−m)
i,m

)

−
(
xj,l − h

(l−1)
j +

l−1∑
m=1

d̂
(l−1−m)
j,m

)]
,

l = 2, 3, . . . , n,

(4.47)
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where wi0 > 0 if i ∈ FI , and wi0 = 0 if i ∈ FU . Each follower is required
to interact the state, the desired formation, and the mismatched disturbance
estimate information with its neighbours.

For follower i (i = 1, 2, . . . , N), construct the following time-varying for-
mation tracking protocol:

ui(t) = ubi(t)−
n−1∑
m=1

˙̂
d
(n−m−1)
i,m (t)− d̂i,n(t) + h

(n)
i (t), (4.48)

where
˙̂
d
(n−m−1)
i,m (t) = ϕn−m

i,m (t) (m = 1, 2, . . . , n− 1) are calculated by the dis-
turbance observer (4.46). For uninformed followers, ubi(t) (i ∈ FU ) is designed
as

ubi(t) =
1

N∑
j=0

wij

⎛
⎝−

n∑
l=1

ci,lsig
βi,l (ei,l(t)) +

N∑
j=1

wijubj(t)

⎞
⎠ .

For informed followers, ubi(t) (i ∈ FI) is determined by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ubi(t) =
1

N∑
j=0

wij

⎛
⎝ n∑

l=1

ci,lsig
βi,l (ei,l(t)) +

N∑
j=1

wijubj(t)

⎞
⎠

+
wi0

N∑
j=0

wij

(
−k1isig

1/2 (si(t)) + gi(t)
)
,

ġi(t) = −k2i sgn (si(t)) , i ∈ FI .

The sliding-mode surface si(t) (i ∈ FI) is defined as

si(t) = ei,n(t) +

∫ t

0

n∑
l=1

ci,lsig
βi,l (ei,l(τ))dτ . (4.49)

The constants ci,l and βi,l (i ∈ {1, 2, . . . , N}, l = 1, 2, . . . , n) are determined
by Lemma 4.3. The gains k1i and k2i (i ∈ FI) of STA are chosen by the
algorithm in Lemma 4.2 with γ = wi0ε, where ε is the upper bound of |u̇0(t)|.

In the formation tracking protocol (4.48), the first term denotes the con-
trol input dependent on the neighbouring interaction to achieve the desired
formation tracking, the second and third terms represent the disturbance com-
pensation inputs, and the fourth term stands for the time-varying formation
compensation input. Taking advantage of the integral sliding mode in (4.49)
and the super-twisting algorithm, a continuous compensation term is con-
structed in ubi(t) (i ∈ FI) for each informed follower to compensate for the
leader’s unknown input.

The following theorem shows the finite-time stability of the closed-loop
system.



Formation Tracking for Swarm Systems with Disturbances 87

Theorem 4.3. Suppose that Assumptions 4.5-4.7 hold. For the swarm system
(4.38) and (4.39), the desired time-varying output formation tracking specified
by hF (t) can be realized in finite time under the distributed protocol (4.48).

Proof. Let xl(t) = [x1,l(t), x2,l(t), . . . , xN,l(t)]
T , dl(t) = [d1,l(t), d2,l(t), . . . ,

dN,l(t)]
T , el(t) = [e1,l(t), e2,l(t), . . . , eN,l(t)]

T (l = 1, 2, . . . , n), u(t) =
[u1(t), u2(t), . . . , uN (t)]T , and y(t) = [y1(t), y2(t), . . . , yN (t)]T . It follows from
(4.47) that e1(t) = L1 (y(t)− h(t)− 1N ⊗ y0(t)). Since L1 is a nonsingu-
lar matrix under Assumption 4.5, we have that yi(t) − hi(t) − y0(t) = 0
(i = 1, 2, . . . , N) if and only if e1(t) = 0. It follows from (4.38), (4.39), and
(4.47) that⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

ė1 = e2 + L1(d1 − d̂1),

ėl = el+1 + L1(dl − d̂l) + L1

l−1∑
m=1

(
˙̂
d(l−m−1)
m − d̂(l−m)

m ), l = 2, 3, . . . , n− 1,

ėn = L1(u+ dn − h(n) +

n−1∑
m=1

˙̂
d(n−m−1)
m − 1N ⊗ u0).

(4.50)

Let ub(t) = [ub1(t), ub2(t), . . . , ubN (t)]T . Substituting the controller (4.48)

into (4.50) gives ėn(t) = L1 (ub(t)− 1N ⊗ u0(t)) + L1(dn(t)− d̂n(t)). Let

q̃1(t)=L1(d1(t)−d̂1(t)), q̃l(t)=L1(dl(t)−d̂l(t))+L1

l−1∑
m=1

(
˙̂
d
(l−m−1)
m (t)−d̂

(l−m)
m (t)),

l = 2, 3, . . . , n− 1, and q̃n(t) = L1(dn(t)− d̂n(t)). Then, system (4.50) can be
transformed to {

ėl(t) = el+1(t) + q̃l(t), l = 1, 2, . . . , n− 1,

ėn(t) = L1 (ub(t)− 1N ⊗ u0(t)) + q̃n(t).
(4.51)

From Lemma 4.4, we have that the disturbance observer (4.46) is convergent
in a finite time T1. Thus, q̃l(t)(l = 1, 2, . . . , n) are bounded in [0, T1).

In the following, we will show the state boundedness of (4.51) in [0, T1)
firstly. Then, it is proved that the desired formation tracking is realized in
finite time after the observer (4.46) is convergent.

The proof of the state boundedness of (4.51) in [0, T1) is divided into the
uninformed follower case and the informed follower case.

i) For uninformed follower i (i ∈ FU ), substituting ubi(t) into (4.51) leads
to ⎧⎪⎨

⎪⎩
ėi,l(t) = ei,l+1(t) + q̃i,l(t), l = 1, 2, . . . , n− 1,

ėi,n(t) = −
n∑

l=1

ci,lsig
βi,l (ei,l(t)) + q̃i,n(t).

(4.52)
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Construct the Lyapunov function Vai(t) = 1
2

n∑
l=1

e2i,l(t). Taking the time

derivative of Vai(t) along the trajectory of (4.52) gives

V̇ai(t) =

n−1∑
l=1

ei,l(t) (ei,l+1(t) + q̃i,l(t))

+ ei,n(t)

(
−

n∑
l=1

ci,lsig
βi,l (ei,l(t)) + q̃i,n(t)

)

�
n−1∑
l=1

(
1

2
e2i,l(t) +

1

2
e2i,l+1(t)

)
+

n∑
l=1

|ei,l(t)| |q̃i,l(t)|

+
n∑

l=1

ci,l |ei,n(t)| |ei,l(t)|βi,l . (4.53)

From Lemma 2.4, it can be verified that |ei,l(t)| � 1
2

(
1 + e2i,l(t)

)
,

|ei,n(t)| |ei,l(t)|βi,l � 1
1+βi,l

|ei,n(t)|1+βi,l +
βi,l

1+βi,l
|ei,l(t)|1+βi,l , |ei,n(t)|1+βi,l �

1+βi,l

2 e2i,n(t) +
1−βi,l

2 , and |ei,l(t)|1+βi,l � 1+βi,l

2 e2i,l(t) +
1−βi,l

2 . Note that
n−1∑
l=1

(
1
2e

2
i,l +

1
2e

2
i,l+1

)
�

n∑
l=1

e2i,l(t). Then, it follows from (4.53) that

V̇ai(t) �
n∑

l=1

e2i,l(t) +

n∑
l=1

|q̃i,l|
1

2
e2i,l(t) +

1

2
e2i,n(t)

n∑
l=1

ci,l

+

n∑
l=1

(
ci,lβi,l

2
e2i,l(t)

)
+

n∑
l=1

|q̃i,l|
2

+
n∑

l=1

ci,l (1− βi,l)

2
. (4.54)

Let ¯̃qi(t) = maxl=1,2,...,n |q̃i,l(t)|, c̄i = maxl=1,2,...,n{ci,l}, and β̄i =
maxl=1,2,...,n{βi,l}. From (4.54), we have

V̇ai(t) � κaiVai(t) + δai, (4.55)

where κai = 2+¯̃qi(t)+
∑n

l=1 ci,l+c̄iβ̄i and δai =
∑n

l=1
|q̃i,l(t)|

2 +
∑n

l=1
ci,l(1−βi,l)

2 .
Since |q̃i,l(t)| (l = 1, 2, . . . , n) are bounded in [0, T1), it holds from (4.55) that
ei,l(t) (i ∈ FU , l = 1, 2, . . . , n) are bounded in [0, T1).

ii) For informed follower i (i ∈ FI), substituting ubi(t) into (4.51) gives⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ėi,l(t) = ei,l+1(t) + q̃i,l(t), l = 1, 2, . . . , n− 1,

ėi,n(t)=−
n∑

l=1

ci,lsig
βi,l (ei,l(t))−wi0k1isig

1/2 (si(t))

+wi0 (gi(t)− u0(t)) + q̃i,n(t),

ġi(t) = −k2i sgn (si(t)) .

(4.56)
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Take the time derivative of si(t). It follows from (4.49) that

ṡi(t) = ėi,n(t) +
n∑

l=1

ci,lsig
βi,l (ei,l(t)). (4.57)

From (4.56) and (4.57), we can get{
ṡi(t) = −wi0k1isig

1/2 (si(t))+wi0 (gi(t)−u0(t))+q̃i,n(t),

ġi(t) = −k2i sgn (si(t)) .
(4.58)

Consider the Lyapunov function Vbi(t) = 1
2s

2
i (t) +

1
2g

2
i (t). Taking the time

derivative of Vbi(t) along the trajectory of (4.58) gives

V̇bi(t) =− wi0k1i|si(t)|3/2 + wi0si(t)gi(t) + si(t) (−wi0u0(t) + q̃i,n(t))

− k2igi(t) sgn (si(t)) . (4.59)

Based on Lemma 2.4, it holds from (4.59) that

V̇bi(t) �wi0

(
1

2
s2i (t) +

1

2
g2i (t)

)
+ k2i

(
1

2
g2i (t) +

1

2

)

+ |−wi0u0(t) + q̃i,n(t)|
(
1

2
s2i (t) +

1

2

)
. (4.60)

Let μ̄i = max {|−wi0u0(t) + q̃i,n(t)| , k2i}. It can be verified from (4.60) that

V̇bi(t) � (wi0 + μ̄i)Vbi(t) + μ̄i. (4.61)

Since u0(t) and q̃i,n(t) are bounded in [0, T1), it follows from (4.61) that Vbi(t)
is bounded in [0, T1). So are si(t) and gi(t) (i ∈ FI).

Let ρ̃i(t) = wi0

(
−k1isig

1/2 (si(t)) + gi(t)− u0(t)
)
+q̃i,n(t) (i ∈ FI). We can

obtain that ρ̃i(t) is bounded in [0, T1). Then system (4.56) can be transformed
to {

ėi,l (t) = ei,l+1 (t) + q̃i,l (t) , l = 1, 2, . . . , n− 1,

ėi,n (t) = −
∑n

l=1
ci,lsig

βi,l (ei,l(t)) + ρ̃i(t).
(4.62)

Consider the Lyapunov function Vci(t) =
1
2

n∑
l=1

e2i,l(t). Follow the similar steps

in (4.53)-(4.55). It can be verified that ei,l(t) (i ∈ FI , l = 1, 2, . . . , n) are
bounded in [0, T1).

Therefore, according to the above two cases, the states of the followers in
(4.51) are bounded in [0, T1).

When t � T1, the disturbance observer (4.46) is convergent. So we get that
q̃l(t) = 0 (l = 1, 2, . . . , n). Then system (4.51) becomes{

ėl (t) = el+1 (t) , l = 1, 2, . . . , n− 1,

ėn (t) = L1 (ub (t)− 1N ⊗ u0 (t)) .
(4.63)
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i) For uninformed follower i (i ∈ FU ), it follows from (4.52) that{
ėi,l (t) = ei,l+1 (t) , l = 1, 2, . . . , n− 1,

ėi,n (t) = −
∑n

l=1
ci,lsig

βi,l (ei,l(t)).
(4.64)

ii) For informed follower i (i ∈ FI), it can be verified from (4.56) and (4.57)
that {

ėi,l (t) = ei,l+1 (t) , l = 1, 2, . . . , n− 1,

ėi,n (t) = −
∑n

l=1
ci,lsig

βi,l (ei,l(t)) + ṡi(t),
(4.65)

where ṡi(t) (i ∈ FI) is described by{
ṡi(t) = −wi0k1isig

1/2 (si(t)) + wi0 (gi(t)− u0(t)) ,

ġi(t) = −k2i sgn (si(t)) .
(4.66)

Let ḡi(t) = wi0 (gi(t)− u0(t)), k̄1i = wi0k1i, and k̄2i = wi0k2i (i ∈ FI). It
follows from (4.66) that{

ṡi(t) = −k̄1isig
1/2 (si(t)) + ḡi(t),

˙̄gi(t) = −k̄2i sgn (si(t))− wi0u̇0(t),
(4.67)

where |wi0u̇0(t)| � wi0ε under Assumption 4.6. Note that (4.67) is the stan-
dard STA. According to Lemma 4.2, the states of all the informed followers
will reach the sliding-mode surfaces si(t) = 0 (i ∈ FI) in a finite time T2. On
si(t) = 0 (i ∈ FI), it can be verified that (4.65) is simplified to (4.64) for each
informed follower.

Therefore, when t � T1 + T2, we can obtain that all the followers sat-
isfy (4.64). In light of Lemma 4.3, there exist 0 < σi < 1 such that
ei,l(t) → 0 (i = 1, 2, . . . , N , l = 1, 2, . . . , n) in finite time. Since e1(t) =
L1 (y(t)− h(t)− 1N ⊗ y0(t)) and L1 is nonsingular, we have that ỹi(t) =
yi(t) − hi(t) − y0(t) → 0 (i = 1, 2, . . . , N) in finite time. Thus, the finite-
time time-varying output formation tracking is realized by the swarm system
(4.38) and (4.39) under the proposed control protocol (4.48). This completes
the proof of Theorem 4.3.

Based on the finite-time disturbance observer (4.46), a continuous finite-
time time-varying formation tracking protocol is designed as (4.48) for the
followers subject to mismatched disturbances and the leader’s unknown in-
put. Since the mismatched disturbances affect the dynamics of each follower
different from the channels of control inputs, the influences of mismatched
disturbances cannot be suppressed by the control input directly. We need to
construct the neighbouring errors ei,l(t) as (4.47) based on the interaction
of the state, the desired formation, and the mismatched disturbance esti-
mate information, which makes the formation tracking problems considered



Formation Tracking for Swarm Systems with Disturbances 91

here more complicated. Moreover, the control approaches in [148] are discon-
tinuous, which will lead to the chattering of control inputs. In light of the
homogeneous finite-time control, the integral sliding mode control, and the
super-twisting algorithm, the presented controller (4.48) in this section can
guarantee both finite-time convergence of the formation tracking errors and
large chattering avoidance of the control inputs.

4.3.3 Simulation Example

Consider a third-order swarm system with five followers labelled by
1, 2, . . . , 5 and one leader denoted by 0. The directed graph with 0-1 weights is
shown in Fig. 4.6, where we can see that FI = {1, 2} and FU = {3, 4, 5}. The
two dimensional plane (i.e., the XY plane) is considered in this example, and
the dynamics of each agent in X-axis and Y -axis can be modeled as (4.38)
and (4.39), respectively. Let xi,l(t) = [xX

i,l(t), x
Y
i,l(t)]

T , ui(t) = [uX
i (t), uY

i (t)]
T ,

and yi(t) = [yXi (t), yYi (t)]T (i = 0, 1, . . . , 5, l = 1, 2, 3).

FIGURE 4.6: Directed graph.

The leader’s unknown input is set as uX
0 (t) = 0.5 sin (t) and uY

0 (t) =
0.5 cos (t), which satisfies Assumption 4.6. Consider the following disturbances
for each follower:
Follower 1: dX1,1 = − cos (t), dX1,2 = sin (2t), dX1,3 = 1, dY1,1 = 1 − sin (2t),

dY1,2 = 0.5 cos (2t), dY1,3 = 1 + sin (t).

Follower 2: dX2,1 = 2 sin (0.5t), dX2,2 = −1, dX2,3 = 1 + sin (t), dY2,1 = 2 cos (0.5t),

dY2,2 = 1.5, dY2,3 = −1.

Follower 3: dX3,1 = 1 + sin (t), dX3,2 = 1.5, dX3,3 = 1, dY3,1 = −1 + 2 sin (t),

dY3,2 = − cos (t), dY3,3 = 1.

Follower 4: dX4,1 = − sin (t), dX4,2 = cos (2t), dX4,3 = 1 − 0.5 sin (2t), dY4,1 =

− cos (1.5t), dY4,2 = −2, dY4,3 = sin (0.5t).

Follower 5: dX5,1 = 1 + 2 cos (t), dX5,2 = −1, dX5,3 = sin (3t), dY5,1 = 2, dY5,2 =

− sin (2t), dY5,3 = 1− cos (t).
It can be verified that di,l(t) (i = 1, 2, . . . , 5, l = 1, 2, 3) satisfy Assumption
4.7.
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The expected time-varying output formation for the followers is described

by hi (t) =

[
2 cos (0.5t+ 2(i− 1)π/5)

2 sin (0.5t+ 2(i− 1)π/5)

]
, i = 1, 2, . . . , 5. When h(t) is achieved,

the outputs of these five followers will form a regular pentagon centred by the
leader and rotate around the leader. For follower i, the disturbance observers
(4.46) are designed as LX

1,1 = 2, LX
1,2 = 10, LX

1,3 = 1, LY
1,1 = 16, LY

1,2 = 4,

LY
1,3 = 2, LX

2,1 = 1, LX
2,2 = 1, LX

2,3 = 2, LY
2,1 = 1, LY

2,2 = 1, LY
2,3 = 1, LX

3,1 = 2,

LX
3,2 = 1, LX

3,3 = 1, LY
3,1 = 4, LY

3,2 = 2, LY
3,3 = 1, LX

4,1 = 2, LX
4,2 = 8, LX

4,3 = 2,

LY
4,1 = 10, LY

4,2 = 1, LY
4,3 = 1, LX

5,1 = 5, LX
5,2 = 1, LX

5,3 = 6, LY
5,1 = 1, LY

5,2 = 8,

LY
5,3 = 2, λ0

i,1 = 10, λ1
i,1 = 10, λ2

i,1 = 8, λ3
i,1 = 5, λ0

i,2 = 10, λ1
i,2 = 8, λ2

i,2 = 5,

λ0
i,3 = 8, λ1

i,3 = 5. The control parameters in the formation tracking controller

(4.48) are chosen as ci,1 = 8, ci,2 = 12, ci,3 = 6, βi,1 = 4
7 , βi,2 = 2

3 , βi,3 = 4
5

(i = 1, 2, . . . , 5), k1j = 6, k2j = 3 (j ∈ FI). For simplicity, the initial states
xi,l(0) (i = 0, 1, . . . , 5, l = 1, 2, 3) of each agent are generated by random
numbers within the interval [−2, 2], and the initial values of the disturbance
observer (4.46) and gi(t) (i ∈ FI) are set to be zero.

FIGURE 4.7: Output trajectories within 15s and snapshots at t =
0, 11, 13, 15s for the leader and the five followers.

Fig. 4.7 gives the output trajectories within 15s and the snapshots at
t = 0, 11, 13, 15s of the leader and the five followers, in which the leader’s
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(a) ỹXi (t) (b) ỹYi (t)

FIGURE 4.8: Output formation tracking errors of each follower.

(a) Follower 1 (b) Follower 3

FIGURE 4.9: Disturbance estimate errors in the disturbance observer (4.46).
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FIGURE 4.10: Sliding-mode surfaces si(t) for the informed followers.

(a) uX
i (t) (b) uY

i (t)

FIGURE 4.11: Control inputs of the five followers.
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trajectory is denoted by the dash-dot line and the followers’ trajectories are
displayed by the dotted lines. The leader is depicted by the pentagram, and the
five followers are marked by the “�”, “�”, “◦”, “×”, and “
”, respectively.
Fig. 4.8 gives the output formation tracking errors of the followers. Taking
followers 1 and 3 as examples, the disturbance estimate errors d̃i,l(t) (i ∈
{1, 3}, l = 1, 2, 3) in the disturbance observer (4.46) are shown in Fig. 4.9.
The sliding-mode surfaces s1(t) and s2(t) for the informed followers are given
in Fig. 4.10. The control inputs of the five followers are shown in Fig. 4.11.

From Fig. 4.9, we can see that the disturbance observer (4.46) can provide
the accurate estimates of the disturbances fast. As given in Fig. 4.10, the
states of the informed followers can reach the sliding-mode surfaces si(t) = 0
in finite time. Figs. 4.7 and 4.8 indicate that the outputs of the followers form
the predefined rotating regular pentagon and track the output trajectory of
the leader in finite time. Moreover, as shown in Fig. 4.11, there is no large
chattering in the control inputs of all the followers. Thus, the desired finite-
time output formation is realized by the third-order swarm system under the
continuous protocol (4.48).

4.4 Conclusions

This chapter investigated the time-varying formation tracking problems
for high-order weak heterogeneous swarm systems with matched/mismatched
disturbances respectively. For the case with matched disturbances, an adaptive
time-varying formation robust tracking controller with a totally distributed
form was proposed utilizing the neighbourhood state information. Feasible
conditions for the followers to accomplish the expected time-varying forma-
tion tracking were provided, and the stability analysis was given based on
Lyapunov theory. For the case with mismatched disturbances, based on the
homogeneous finite-time control, the integral sliding mode control, and the
super-twisting algorithm, a distributed continuous formation tracking proto-
col was proposed utilizing the neighbouring interaction, and it was proved
that the desired formation tracking can be realized in finite time. The results
in this chapter are mainly based on [51] and [52].
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Chapter 5

Formation Tracking Control for
Heterogeneous Swarm Systems with
a Non-autonomous Leader

5.1 Introduction

Time-varying formation tracking problems for weak heterogeneous swarm
systems are studied in Chapter 4, where each agent has identical nominal dy-
namics with different disturbances. In practical cross-domain mission scenar-
ios, including air-ground cooperative enclosing with multiple UAVs and UGVs
and air-sea collaborative detection with multiple UAVs and USVs, there are
agents with completely different dynamics. Thus, the swarm systems are fully
heterogeneous, which means that the proposed approaches in Chapter 4 are no
longer applicable. Formation tracking problems for high-order heterogeneous
swarm systems will be further investigated in this chapter, where the dynam-
ics of the agents can be different in the aspects of both matrix parameters and
state dimensions.

In general, high-order heterogeneous swarm systems cannot be directly
written into a compact form through the Kronecker product, and it is also
difficult to construct appropriate Lyapunov functions for the dynamics of each
follower itself. Heterogeneous dynamics models would greatly restrict the co-
ordination space for formation control. Thus, there exist great challenges in
the analysis and design for the time-varying formation tracking problem of
heterogeneous swarm systems. Since formation control and tracking control
are the research basis of formation tracking control, time-varying formation
control problems for heterogeneous swarm systems are considered firstly in
this chapter. Then, based on adaptive control, a distributed time-varying for-
mation tracking controller is proposed for heterogeneous swarm systems with
a leader of unknown input. The main contents of this chapter are summarized
as follows.

Firstly, time-varying output formation control of high-order heterogeneous
swarm systems with layered architecture is proposed. An algorithm to design
controller parameters and the time-varying formation feasibility conditions
with heterogeneous dynamics are given. Based on the state space decomposi-
tion approach and output regulation strategy, it is proved that the high-order
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heterogeneous swarm system can achieve the desired time-varying output for-
mation, and the exact expression of the output formation reference function
is given.

Furthermore, considering a non-autonomous leader with unknown input,
time-varying formation tracking problem for heterogeneous swarm systems is
further studied. Based on the output regulation control and the sliding mode
control, a hierarchical formation tracking control strategy composed of the
distributed observer and the local tracking controller is provided. Using the
neighbouring interaction, a distributed formation tracking protocol with the
adaptive compensation capability for the unknown input of the leader is pro-
posed. Considering the features of heterogeneous dynamics, the time-varying
formation tracking feasible constraints are provided, and a compensation input
is applied to expand the feasible formation set. The convergence of formation
tracking errors is proved based on the Lyapunov stability theory.

5.2 Time-varying Formation Control for Heterogeneous
Swarm Systems

This section focuses on how to design distributed controller such that the
outputs of agents can achieve the desired formation shape for leaderless het-
erogeneous swarm systems. Firstly, a formation reference generator is given
to deal with heterogeneous dynamics, and a time-varying formation controller
with layered architecture is proposed. Then, an algorithm to design controller
parameters is presented, where time-varying formation feasibility conditions
with heterogeneous dynamics are given. Furthermore, using the state space
decomposition approach and output regulation strategy, it is proved that the
high-order heterogeneous swarm system can realize the desired time-varying
output formation, and the exact expression of the output formation reference
function is also given to describe the macroscopic motion of the swarm system.

5.2.1 Problem Description

Consider a heterogeneous swarm system with N agents. The dynamics of
agent i is described by

ẋi(t) = Aixi(t) +Biui(t) +Didi(t),

yi(t) = Cixi(t),
(5.1)

where i ∈ {1, 2, . . . , N}, xi(t) ∈ R
ni , ui(t) ∈ R

mi , di(t) ∈ R
li , and yi(t) ∈ R

p

are the state, input, disturbance, and output of agent i. Assume that (Ai, Bi)
is stabilizable, and (Ci, Ai) is detectable. Since the outputs of all the agents
need to achieve a desired formation, the outputs yi(t) are required to have
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the same dimensions. The unknown disturbances di(t) (i ∈ {1, 2, . . . , N}) are
generated by the following exosystem:

ḋi(t) = Sdidi(t). (5.2)

By choosing different matrices Sdi, the exosystem (5.2) can generate different
types of disturbances, such as constant, sine, cosine, and ramp signals.

The desired output formation for swarm system (5.1) to achieve is specified
by the vector hy(t) = [hT

y1(t), h
T
y2(t), . . . , h

T
yN (t)]T ∈ R

Np.

Definition 5.1. For any given bounded initial states, if there exists a function
ry(t) ∈ R

p such that

lim
t→∞ (yi(t)− hyi(t)− ry(t)) = 0, i = 1, 2, . . . , N, (5.3)

then heterogeneous swarm system (5.1) is said to achieve the time-varying
output formation hy(t), and ry(t) is called as the formation reference function.

If there are control inputs ui(t) (i = 1, 2, . . . , N) to drive the outputs of
swarm system (5.1) to form the time-varying formation hy(t), then hy(t) is
feasible for the swarm system (5.1) under the controller ui(t). From (5.3), one
can see that hyi(t) denotes the offset of yi(t) relative to the common formation
reference ry(t).

5.2.2 Formation Controller Design and Stability Analysis

The interaction topology of swarm system (5.1) is denoted by a directed
graph G, and L denotes the Laplacian matrix of the graph G.

Assumption 5.1. The directed graph G has a spanning tree.

Since the agents of swarm system (5.1) have different dynamics, the exist-
ing formation control approaches in [32–36] are no longer applicable. In the
following, a formation reference generator will be introduced to deal with het-
erogeneous dynamics, and a time-varying formation controller with layered
architecture is proposed.

For agent i (i = 1, 2, . . . , N), construct the following time-varying output
formation controller:

ui (t) = K1ixi (t) +K2i (ςi(t) + δi(t)) +Kzizi (t) + vi (t) ,

ς̇i (t) = Srςi (t)− αKr

N∑
j=1

wij (ξi(t)− ξj(t)),

żi (t) = Ḡ1izi (t) + Ḡ2i (yi(t)− hyi(t)− ξi(t)) ,

(5.4)

where ςi (t) ∈ R
q denotes the state of the formation reference generator,

δi (t) ∈ R
q satisfying hyi (t) = Fδi (t) represents the state offset relative to
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ςi (t), vi(t) ∈ R
mi is the time-varying formation compensation input deter-

mined by hy(t), zi (t) ∈ R
nzi is the internal state of the controller, ξi(t) ∈ R

p

satisfying ξi(t) = Fςi(t) denotes the output of the formation reference gen-
erator, Sr and F are constant matrices and (F, Sr) is detectable, K1i, K2i,
Kzi, Kr, Ḡ1i, and Ḡ2i are gain matrices to be determined, and α is a positive
constant to be designed.

The second equation in the controller (5.4) denotes formation reference
generator, which is updated by the local information interaction among
neighbouring agents. If we can choose appropriate α and Kr such that
ξi (t) − ry (t) → 0 (i = 1, 2, . . . , N), then ξi (t) can denote the estimation
of agent i for the common formation reference ry(t). Moreover, the internal
state zi(t) of the controller (5.4) is applied to compensate for the unknown
disturbance di(t).

Consider the following common assumptions in cooperative control of het-
erogeneous swarm system [83–94].

Assumption 5.2. There exist matrices Xi and Ui (i = 1, 2, . . . , N) such that
the following regulator equations hold:

XiSr = AiXi +BiUi,

0 = CiXi − F.
(5.5)

Assumption 5.3. Let σ (Sdi) denote the set of all eigenvalues of matrix Sdi.
For any λdi ∈ σ (Sdi), it holds that λdi do not have negative real parts, and

rank

([
Ai − λdiI Bi

Ci 0

])
= ni + p.

Definition 5.2 ([149]). For a square matrix S, if

G1 = diag {β, . . . , β}︸ ︷︷ ︸
p−tuple

, G2 = diag {σ, . . . , σ}︸ ︷︷ ︸
p−tuple

,

where β denotes a constant square matrix whose characteristic polynomial
equals the minimal polynomial of S, and σ is a constant column vector such
that (β, σ) is controllable, then a pair of matrices (G1, G2) is said to incorpo-
rate the minimum p-copy internal model of the matrix S.

The following algorithm is given to design the control parameters in the
formation controller (5.4).

Algorithm 5.1. For agent i (i ∈ {1, 2, . . . , N}), the time-varying output
formation controller (5.4) can be designed by the following steps.

Step 1. Choose matrices Xi and Ui such that the regulator equation (5.5)
holds. For a given time-varying output formation hy(t), check whether there
exists the compensation input vi(t) such that the following time-varying for-
mation feasibility condition holds:

lim
t→∞

(
Xi

(
Srδi − δ̇i

)
+Bivi

)
= 0. (5.6)
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If there are vi (t) (i = 1, 2, . . . , N) for all the followers to satisfy the condition
(5.6), then the algorithm continues. Otherwise, the given formation hy(t) is
not feasible under the proposed controller (5.4), and the algorithm stops.

Step 2. Choose K1i to make Ai+BiK1i Hurwitz, and let K2i = Ui−K1iXi.
Step 3. Let the gain constant α > 1

2Re(λ2)
, where λ2 denotes the mini-

mum non-zero eigenvalue of the Laplacian matrix L. Design the gain matrix
Kr = PFT , and P denotes a positive definite matrix satisfying the following
algebraic Riccati equation (ARE):

PST
r + SrP − PFTFP +Q = 0, (5.7)

where Q is a given positive definite matrix.
Step 4. Let Āi = Ai+BiK1i and (G1i, G2i) be the minimum p-copy inter-

nal model of Sdi. Select Kzi =
[
K

[1]
zi ,K

[2]
zi

]
such that

[
Āi +BiK

[1]
zi BiK

[2]
zi

G2iCi G1i

]
is Hurwitz, and choose Ḡ1i =

[
Āi +BiK

[1]
zi BiK

[2]
zi

0 G1i

]
and Ḡ2i =

[
0

G2i

]
.

In the Algorithm 5.1, there is positive definite solution to the ARE (5.7) if
and only if (F, Sr) is detectable. Under Assumption 5.3, if (G1i, G2i) incorpo-
rates the minimum p-copy internal model of Sdi, then it follows from Lemma

1.26 in [149] that

([
Āi 0

G2iCi G1i

]
,

[
Bi

0

])
is stabilizable.

The following theorem gives a sufficient condition for heterogeneous swarm
system to achieve time-varying formation.

Theorem 5.1. Suppose that Assumptions 5.1-5.3 hold. If the given formation
satisfies the feasibility condition (5.6), then high-order heterogeneous swarm
system (5.1) can achieve the desired time-varying output formation under the
distributed controller (5.4) designed by Algorithm 5.1.

Proof. Let ς = [ςT1 , ς
T
2 , . . . , ς

T
N ]T . Then, the formation reference generator in

(5.4) can be rewritten as

ς̇ = (IN ⊗ Sr) ς − α (L⊗KrF ) ς. (5.8)

Let λi (i = 1, 2, . . . , N) denote the eigenvalues of L. Under Assumption 5.1,
it follows that λ1 = 0 and 0 < Re (λ2) � · · · � Re (λN ). There exists
non-singular matrix T = [τ̃1, T̃ ], τ̃1 = 1N , T̃ = [τ̃2, τ̃3, . . . , τ̃N ] such that
T−1LT = J = diag

{
0, J̄
}
, where J̄ ∈ R

(N−1)×(N−1) denotes a Jordan canon-
ical matrix with eigenvalues as λi (i = 2, 3, . . . , N). Let T−1 = [τ̄T1 , T̄T ]T , T̄ =
[τ̄T2 , τ̄T3 , . . . , τ̄TN ]T , τ̄i ∈ R

1×N (i = 1, 2, . . . , N). Define ϑ =
(
T−1 ⊗ Iq

)
ς =

[ϑT
1 , ϑ̄

T ]T and ϑ̄ = [ϑT
2 , ϑ

T
3 , . . . , ϑ

T
N ]T . Then, it holds from (5.8) that

ϑ̇1 = Srϑ1,

˙̄ϑ =
(
(IN−1 ⊗ Sr)− α

(
J̄ ⊗KrF

))
ϑ̄.

(5.9)
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Let ςC = (T ⊗ Iq)

[
ϑ1

0

]
and ςC̄ = (T ⊗ Iq)

[
0
ϑ̄

]
. Then, it holds that

ς = ςC + ςC̄ , and ςC and ςC̄ are linearly independent. Since T = [τ̃1, T̃ ] and

τ̃1 = 1N , we have that ςC = (T ⊗ Iq)

[
ϑ1

0

]
= 1N ⊗ ϑ1. Then, it follows that

ςC̄ = ς − ςC = ς − 1N ⊗ ϑ1. (5.10)

Since ςC and ςC̄ are linearly independent and T is nonsingular, it can be
verified from (5.10) that ς − 1N ⊗ ϑ1 → 0 if and only if ϑ̄ → 0. There-
fore, the consensus problem of the formation reference generator (5.8) can be
transformed to the stability problem of ϑ̄. We need to design α and Kr such
that the matrices Sr − αλiKrF (i = 2, 3, . . . , N) are Hurwitz, which leads to
lim
t→∞ ϑ̄ (t) = 0.

Consider the system θ̇i = (Sr − αλiKrF ) θi, i = 2, 3, . . . , N . Construct
the Lyapunov function Vi = θHi P−1θi. Taking the time derivative of Vi gives
V̇i = θHi

(
P−1Sr + ST

r P
−1 − 2αRe (λi)F

TF
)
θi. Let θ̄i = P−1θi. Since α >

1
2Re(λ2)

, we can obtain from (5.7) that

V̇i = θ̄Hi
(
SrP + PST

r − 2αRe (λi)PFTFP
)
θ̄i � −θ̄Hi Qθ̄i < 0. (5.11)

Thus, it follows that Sr−αλiKrF (i = 2, 3, . . . , N) are Hurwitz, which implies
that the states of formation reference generator (5.8) achieve consensus, i.e.,
lim
t→∞ (ς(t)− 1N ⊗ ϑ1(t)) = 0, where ϑ1 = (τ̄1 ⊗ Iq) ς denotes the state consen-

sus function of generator (5.8). Furthermore, the output formation reference
function ry can be described as ry = Fϑ1.

Let x̃i = xi −Xi (ςi + δi). From (5.1) and (5.4), we have

˙̃xi=Āix̃i+BiKzizi+Didi+Xi(Srδi − δ̇i)+Bivi+αXiKri

N∑
j=1

wij(ξi−ξj).

(5.12)

Since the formation feasibility condition (5.6) holds, it follows that h̃i =
Xi(Srδi − δ̇i) + Bivi → 0. When the states of formation reference generator

(5.8) achieve consensus, we can get that η̃i = αXiKri

N∑
j=1

wij (ξi − ξj) → 0.

Let ei = yi − ξi − hyi. Then, from yi = Cixi, ξi = Fςi, hyi = Fδi, and
CiXi = F , it can be verified that ei = Cix̃i. We can obtain from (5.4) and
(5.12) that

˙̃xi = Āix̃i +BiKzizi +Didi + h̃i + η̃i,

żi = Ḡ1izi + Ḡ2iCix̃i,

ei = Cix̃i.

(5.13)
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Let ϕi = [x̃T
i , z

T
i ]

T . It holds that

ϕ̇i = Aciϕi +Bcidi + ρ̃i,

ei = Cciϕi,
(5.14)

where Aci =

[
Āi BiKzi

Ḡ2iCi Ḡ1i

]
, Bci =

[
Di

0

]
, Cci =

[
Ci 0

]
, and

ρ̃i =

[
h̃i + η̃i

0

]
. Substitute Ḡ1i and Ḡ2i into Aci. Based on similarity trans-

formation, we get that Aci ∼

⎡
⎣ Āi +BiK

[1]
zi BiK

[2]
zi BiK

[1]
zi

G2iCi G1i 0
0 0 Āi

⎤
⎦. Since both

Āi and

[
Āi +BiK

[1]
zi BiK

[2]
zi

G2iCi G1i

]
are Hurwitz, it can be verified that Aci is

Hurwitz.
According to Lemma 1.27 in [149], since Aci is Hurwitz and (G1i, G2i) in-

corporates the minimum p-copy internal model of matrix Sdi, under Assump-
tion 5.3, there exists an unique solution (Xdi, Zdi) to the following matrix
equation:

XdiSdi = ĀiXdi +BiKziZdi +Di,

ZdiSdi = Ḡ2iCiXdi + Ḡ1iZdi,

0 = CiXdi.

(5.15)

Let X̄ci =
[
XT

di, Z
T
di

]T
. It follows from (5.15) that

X̄ciSdi = AciX̄ci +Bci,

0 = CciX̄ci.
(5.16)

Let ϕ̃i = ϕi − X̄cidi. We can obtain from (5.14) and (5.16) that

˙̃ϕi = Aciϕ̃i + ρ̃i,

ei = Cciϕ̃i.
(5.17)

Based on the input-state stability in Lemma 2.24, since Aci is Hurwitz
and lim

t→∞ ρ̃i = 0, it can be verified that lim
t→∞ ϕ̃i = 0, i.e., lim

t→∞ ei(t) =

lim
t→∞ (yi(t)− ξi(t)− hyi(t)) = 0. Furthermore, since the formation reference

generator (5.8) can achieve consensus, it holds that lim
t→∞ (ξi(t)− ry(t)) = 0.

Finally, we can get lim
t→∞ (yi(t)− hyi(t)− ry(t)) = 0, which means that hetero-

geneous swarm system (5.1) achieves the desired time-varying output forma-
tion. This completes the proof of Theorem 5.1.

Based on the proof of Theorem 5.1, the output formation reference function
ry can be described as ry = Fϑ1. Furthermore, it follows from (5.9) that the
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exact expression of ry is ry (t) = FeSrtϑ1 (0). By choosing different system
matrices Sr, we can control the motion mode of the whole formation effectively.
Let ξ̃i = ξi − ry (i ∈ {1, 2, . . . , N}). Then, ξ̃i can denote the output error of
the formation reference generator (5.8). According to the definition of ei =
yi − hyi − ξi (i ∈ {1, 2, . . . , N}), ei can be called as output formation local

error. If ξ̃i → 0 and ei → 0 hold simultaneously, the desired output formation
is achieved by heterogeneous swarm system (5.1).

5.2.3 Simulation Example

FIGURE 5.1: Directed graph.

Consider a heterogeneous swarm system with 4 agents. The topology of
swarm system is shown in Fig. 5.1. Assume that the swarm system moves
in the XY plane. The dynamics of each agent is described by (5.1), where
xi = [xT

Xi, x
T
Y i]

T , ui = [uT
Xi, u

T
Y i]

T , and yi = [yTXi, y
T
Y i]

T . The matrices Ai, Bi,
and Ci (i = 1, 2, 3, 4) are set as
Agent 1 : A1 = 02×2, B1 = I2, C1 = I2.

Agent 2 : A2 = I2 ⊗
[

0 1
0 0

]
, B2 = I2 ⊗

[
0
1

]
, C2 = I2 ⊗ [ 1 0 ].

Agent 3 : A3 = I2 ⊗
[

0 1
−1 −1

]
, B3 = I2 ⊗

[
0
1

]
, C3 = I2 ⊗ [ 1 0 ].

Agent 4 : A4 = I2 ⊗

⎡
⎣ 0 1 0

0 0 1
2 −2 1

⎤
⎦, B4 = I2 ⊗

⎡
⎣ 0 0

1 0
0 1

⎤
⎦, C4 = I2 ⊗

[ 1 0 0 ].

For the formation reference generator, choose Sr = I2 ⊗
[

0 1
0 0

]
and

F = I2 ⊗ [ 1 0 ]. The disturbances of the four agents are generated by
Agent 1 : Sd1 = 02×2, D1 = I2, d1 (0) = [1, 1]T .

Agent 2 : Sd2 = I2 ⊗
[

0 1
−1 0

]
, D2 = I2 ⊗

[
0 0
1 0

]
, d2 (0) = [1, 0, 0, 1]

T
.

Agent 3 : Sd3 = I2 ⊗
[

0 1
−4 0

]
, D3 = I4, d3 (0) = [1, 0, 0, 2]

T
.

Agent 4 : Sd4 = 02×2, D4 = I2 ⊗ [1, 1, 1]
T
, d4 (0) = [−2,−2]T .
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The outputs of heterogeneous swarm system are required to achieve a
spanning square formation in this example, where the desired time-varying
output formation vector is described by

hyi =

[
2 cos (t+ (i− 1)π/2)
2 sin (t+ (i− 1)π/2)

]
, i = 1, 2, 3, 4.

The corresponding state offset vector is δXi =

[
2 cos (t+ (i− 1)π/2)
−2 sin (t+ (i− 1)π/2)

]
and

δY i =

[
2 sin (t+ (i− 1)π/2)
2 cos (t+ (i− 1)π/2)

]
.

(a) t = 0s (b) t = 2s

(c) t = 25s (d) t = 30s

FIGURE 5.2: Output snapshots of each agent and formation reference gen-
erator at different time instants.

According to Algorithm 5.1, we can design the time-varying output for-
mation controller (5.4) as follows. Choose the following matrices Xi and Ui

(i = 1, 2, 3, 4) such that the regulator equations (5.5) hold
Agent 1 : X1 = I2 ⊗ [ 1 0 ], U1 = I2 ⊗ [ 0 1 ].
Agent 2 : X2 = I4, U2 = 02×4.
Agent 3 : X3 = I4, U3 = I2 ⊗ [ 1 1 ].



106 Formation Tracking Control for Heterogeneous Swarm Systems

Agent 4 : X4 = I2 ⊗

⎡
⎣ 1 0

0 1
0 0

⎤
⎦, U4 = I2 ⊗

[
0 0
−2 2

]
.

For the given time-varying output formation hy(t), it can be verified that
the formation feasibility condition (5.6) is satisfied for all the agents and
the formation compensation inputs can be described by vX1 = vY 1 = 0,
vX2 = −2 cos (t+ π/2), vY 2 = −2 sin (t+ π/2), vX3 = −2 cos (t+ π), vY 3 =

−2 sin (t+ π), vX4 = [−2 cos (t+ 3π/2) , 0]
T
, vY 4 = [−2 sin (t+ 3π/2) , 0]

T
.

For each agent, design the gain matrices K1i and K2i as follows:
Agent 1 : K11 = −I2, K21 = I2 ⊗ [ 1 1 ].
Agent 2 : K12 = I2 ⊗ [ −2 −2 ], K22 = I2 ⊗ [ 2 2 ].
Agent 3 : K13 = I2 ⊗ [ −1 −1 ], K23 = I2 ⊗ [ 2 2 ].

Agent 4 : K14 = I2 ⊗
[

−2 −2 −1
−2 2 −2

]
, K24 = I2 ⊗

[
2 2
0 0

]
.

To make the formation reference generator achieve consensus, choose the
positive constant α = 1. Let Q = I4, and solving ARE (5.7) gives P =

I2 ⊗
[

1.7321 1
1 1.7321

]
. Construct the minimum p-copy internal model of

Sdi (i = 1, 2, 3, 4) as follows
Agent 1 : G11 = 02×2, G21 = I2.

Agent 2 : G12 = I2 ⊗
[

0 1
−1 0

]
, G22 = I2 ⊗

[
0
1

]
.

Agent 3 : G13 = I2 ⊗
[

0 1
−4 0

]
, G23 = I2 ⊗

[
0
1

]
.

Agent 4 : G14 = 02×2, G24 = I2.
Design gain matrices Kzi (i = 1, 2, 3, 4) as

Agent 1 : Kz1 = I2 ⊗ [ −1 −2 ], K
[1]
z1 = −I2, K

[2]
z1 = −2I2.

Agent 2 : Kz2 = I2 ⊗ [ −7 −3 5 −5 ], K
[1]
z2 = I2 ⊗ [ −7 −3 ], K

[2]
z2 =

I2 ⊗ [ 5 −5 ].

Agent 3 : Kz3 = I2 ⊗ [ −4 −3 20 10 ], K
[1]
z3 = I2 ⊗ [ −4 −3 ], K

[2]
z3 =

I2 ⊗ [ 20 10 ].

Agent 4 : Kz4 = I2 ⊗
[

−2 −1 0 −2
0 0 −1 0

]
, K

[1]
z4 = I2 ⊗

[
−2 −1 0
0 0 −1

]
,

K
[2]
z4 = I2 ⊗

[
−2
0

]
.

The initial states of four agents xi (0), formation reference generator ςi (0),
and internal state of controller zi (0) (i = 1, 2, 3, 4) are generated by random
numbers between −2 and 2.

Fig. 5.2 gives the output snapshots of each agent and formation reference
generator at different time instants, where circle, square, diamond, and tri-
angle represent the output of each agent respectively, and the corresponding
output of its formation reference generator is represented by pentagram with
the same color. The output errors ξ̃i = ξi−ry and ei = yi−hyi− ξi are shown
in Fig. 5.3 and Fig. 5.4, respectively. From Figs. 5.2-5.4, we can see that the
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(a) X-axis (b) Y -axis

FIGURE 5.3: Output error of formation reference generator ξ̃i = ξi − ry.

(a) X-axis (b) Y -axis

FIGURE 5.4: Output formation local error ei = yi − hyi − ξi.

formation reference generators of four agents can achieve consensus, and then
the outputs of the agents form the desired spanning square formation centred
by the common formation reference. Therefore, heterogeneous swarm system
can achieve the desired time-varying output formation under the proposed
distributed controller.

5.3 Formation Tracking Control for Heterogeneous
Swarm Systems with a Non-Autonomous Leader

Based the time-varying formation control in Section 5.2, this section will
further investigate the formation tracking control problems for high-order
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heterogeneous swarm systems with a non-autonomous leader of unknown in-
put. Using the neighbouring interaction, a distributed formation tracking con-
troller with adaptive compensation capability for the unknown input of the
leader is proposed. Considering the features of heterogeneous dynamics, the
time-varying formation tracking feasible constraints are provided, and a com-
pensation input is applied to expand the feasible formation set. Based on the
Lyapunov stability theory, the convergence of formation tracking errors for
heterogeneous swarm systems is proved.

5.3.1 Problem Description

Consider a heterogeneous swarm system with one leader and N followers,
and its interaction topology is denoted by a directed graph Ḡ. The dynamics
of follower i (i ∈ {1, 2, . . . , N}) is described by

ẋi (t) = Aixi (t) +Biui (t) ,

yi (t) = Cixi (t) ,
(5.18)

where xi (t) ∈ R
ni , ui (t) ∈ R

mi , and yi (t) ∈ R
p denote the state, control

input, and output of agent i. Ai ∈ R
ni×ni , Bi ∈ R

ni×mi , and Ci ∈ R
p×ni

are known constant matrices, where rank(Bi) = mi. The pairs (Ai, Bi) are
stabilizable, and the pairs (Ci, Ai) are detectable. The leader is modeled as

v̇0(t) = Sv0(t) + Er0(t),

y0(t) = Fv0(t),
(5.19)

where v0 (t) ∈ R
q is the state, r0 (t) ∈ R

l is the control input, and y0 (t) ∈ R
p

is the output of the leader. S ∈ R
q×q, E ∈ R

q×l and F ∈ R
p×q are constant

known matrices.
Similar to Chapter 4, the time-varying input r0(t) of the leader is assumed

to be unknown to all the followers, and only satisfies the following bounded
condition.

Assumption 5.4. The unknown control input of the leader r0(t) is bounded,
and there exists a positive constant γ such that ‖r0(t)‖ � γ.

In the existing results for cooperative control on heterogeneous swarm
systems [83–94, 101–105], it is assumed that the exosystem has no control
input, i.e., v̇0(t) = Sv0(t). In order to generate more general reference signals
and regulate the expected trajectory in real time, the leader is assumed to
be nonautonomous with a non-zero input r0(t) in this section. Furthermore,
considering the case where the leader denotes a non-cooperative target, it is
assumed that r0(t) is unknown to all the followers, which is more general than
r0(t) ≡ 0. Moreover, if there exist disturbances for the followers, the approach
in Section 5.2 can be used to deal with the disturbances similarly. Thus, in
this section, the compensation control for unknown disturbances is omitted,
and it is assumed that di(t) = 0 in the follower model (5.18).
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In order to specify the expected output formation, a time-varying vec-
tor hy(t) = [hT

y1(t), h
T
y2(t), · · · , hT

yN (t)]T is introduced, where hyi(t) ∈ R
p is

piecewise continuously differentiable.

Definition 5.3. Consider the follower systems (5.18) and the leader system
(5.19) on a directed graph Ḡ. For any bounded initial states, if

lim
t→∞ (yi (t)− hyi (t)− y0 (t)) = 0, i = 1, 2, . . . , N, (5.20)

then high-order heterogeneous swarm system (5.18) and (5.19) is said to
achieve the desired time-varying output formation tracking.

From Definition 5.3, we can see that the outputs of the followers need to not
only accomplish the desired formation but also track the trajectory generated
by the leader. The time-varying vectors hyi(t) (i = 1, 2, . . . , N) can describe
both the formation configuration of the followers and the tracking relationship
of the whole formation relative to the leader. The formation shape, orientation,
and scale of the followers can be determined by choosing hyi(t) appropriately.

5.3.2 Formation Tracking Controller Design and Stability
Analysis

Assumption 5.5. The directed graph Ḡ has a spanning tree rooted by the
leader.

Under Assumption 5.5, the Laplacian matrix L̄ can be divided as L̄ =[
0 0
L2 L1

]
, where L2 ∈ R

N×1 and L1 ∈ R
N×N .

Lemma 5.1 ([150]). Under Assumption 5.5, all eigenvalues of L1have positive
real parts. Moreover, there exists a diagonal matrix D = diag {d1, d2, · · · , dN}
with di > 0 (i = 1, 2, . . . , N) such that L̄1 = DL1 + LT

1 D > 0.

Since the state of the leader is only available to a subset of followers, to
acquire v0(t) for each follower, we will construct a distributed observer using
the neighbouring information interaction under the influences of the leader’s
unknown input. Moreover, the upper bound of r0(t) (i.e., γ) is global infor-
mation, and a distributed observer for γ is needed. Let v̂i(t) and η̂i(t) stand
for the distributed estimations of v0(t) and γ for follower i (i ∈ {1, 2, . . . , N}),
respectively.

For follower i (i ∈ {1, 2, . . . , N}), consider the following time-varying out-
put formation tracking controller:

˙̂vi(t) = Sv̂i(t)−
(
α̂i(t) + ςTi (t)Pςi(t)

)
Pςi(t)− (η̂i(t) + ρ)Efi(t), (5.21a)

˙̂ηi(t) = − 1∑N
j=0 wij

(
ksigβ(η̃ei(t))−

∑N

j=1
wij

˙̂ηj(t)

)
, (5.21b)
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˙̂xi(t) = Aix̂i(t) +Biui(t) + Loi (Cix̂i(t)− yi(t)) , (5.21c)

ui(t) = K1i (x̂i(t)− φi(t)) +K2iv̂i(t)− (η̂i(t) + ρ̄) δi(t) + τi(t), (5.21d)

where ςi(t) = wi0 (v̂i(t)−v0(t)) +
∑N

j=1 wij (v̂i(t)− v̂j(t)) and η̃ei(t) =

wi0 (η̂i(t)− γ) +
∑N

j=1 wij (η̂i(t)− η̂j(t)) denote the local errors of estimated
values v̂i(t) and η̂i(t) for follower i relative to its neighbours, respectively.

In the distributed observer (5.21a) for v0(t), α̂i(t) is the adaptive updating
gain to avoid the global information of the graph, fi(t) represents the nonlin-
ear function to suppress the leader’s unknown input, ρ denotes any positive
constant, and P ∈ R

q×q stands for a positive definite matrix to be determined.
In the distributed observer (5.21b) for γ, k > 0 and 0 < β < 1 represent two
positive constants. In the Luenberger state observer (5.21c), x̂i(t) ∈ R

ni is
the estimation of xi(t), and Loi ∈ R

ni×p represents a constant gain matrix.
In the observer-based formation tracking controller (5.21d), φi(t) ∈ R

ni satis-
fying hyi(t) = Ciφi(t) is used to drive the outputs of followers to accomplish
the expected formation specified by hy(t), δi(t) ∈ R

mi is applied to make up
for the leader’s unknown input, τi(t) ∈ R

mi is the formation compensation
input, ρ̄ is any positive constant, and K1i ∈ R

mi×ni and K2i ∈ R
mi×q are two

constant gain matrices to be designed.

Assumption 5.6. The regulator equations

XiS = AiXi +BiUi

0 = CiXi − F
(5.22)

have solution pairs (Xi, Ui), i = 1, 2, . . . , N .

Assumption 5.7. The linear matrix equations

BiRi −XiE = 0 (5.23)

have solutions Ri, i = 1, 2, . . . , N .

The regulator equations (5.22) are given in Assumption 5.6, whose solv-
ability is a necessary condition to achieve output regulation [83–88,149]. Since
the formation tracking controller (5.21d) is constructed based on the output
regulation theory, Assumption 5.6 is also a necessary condition to solve the
formation tracking problems. Assumption 5.7 is similar to the matched con-
dition used in the robust control with disturbances (see, e.g., [139] and [140]),
which means that the unknown input of the leader r0(t) can be compensated
by the control input ui(t) completely for each follower. Moreover, if all N +1
agents have identical dynamics with A ∈ R

n×n, B ∈ R
n×m and C ∈ R

p×n as
the cases considered in [9,51,151], it can be verified that Assumptions 5.6 and
5.7 hold naturally with Xi = Ri = In and Ui = 0.

Since rank(Bi) = mi, there is a non-singular matrix Πi = [B̂T
i , B̃

T
i ]

T with

B̂i ∈ R
mi×ni and B̃i ∈ R

(ni−mi)×ni such that B̂iBi = Imi
and B̃iBi = 0.

Consider the following algorithm to design the formation tracking controller.
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Algorithm 5.2. The output formation tracking protocol (5.21) for follower i
(i ∈ {1, 2, . . . , N}) can be designed by the following six steps.

Step 1. For a given time-varying formation vector hy(t) = [hT
y1(t), h

T
y2(t),

. . . , hT
yN (t)]T and a vector φi(t) satisfying hyi(t) = Ciφi(t), check the following

formation tracking feasibility condition:

lim
t→∞(B̃iAiφi(t)− B̃iφ̇i(t)) = 0. (5.24)

If there exist φi(t) (i = 1, 2, . . . , N) such that the feasible condition (5.24)
holds for each follower, then continue. Otherwise the given formation hy(t) is
not feasible under the protocol (5.21) and the algorithm stops.

Step 2. Calculate the formation compensation input τi(t) as follows:

τi(t) = −B̂i(Aiφi(t)− φ̇i(t)). (5.25)

Step 3. Choose Xi, Ui, and Ri such that the linear matrix equations (5.22)
and (5.23) hold.

Step 4. Design Loi and K1i to make Ai +LoiCi and Ai +BiK1i Hurwitz
respectively, and choose K2i as K2i = Ui −K1iXi. Solve the positive definite
matrix Qi ∈ R

ni×ni from the following Lyapunov equation:

Qi (Ai +BiK1i) + (Ai +BiK1i)
T
Qi = −2Ini . (5.26)

Step 5. To design the distributed observer (5.21a) to get v̂i(t), solve P > 0
firstly from the algebraic Riccati equation (ARE)

PS + STP − P 2 + Iq = 0. (5.27)

Since (S, Iq) is controllable, there exists a unique solution P for the ARE
(5.27). Then, the gain α̂i(t) is updated by the following adaptive law:

˙̂αi(t) = ςTi (t)P
2ςi(t), (5.28)

where α̂i(0) � 0. The non-linear function fi(t) is defined as

fi(t) =

⎧⎪⎨
⎪⎩

ETPςi(t)

‖ETPςi(t)‖
, ‖ETPςi(t)‖ �= 0,

0, ‖ETPςi(t)‖ = 0.

(5.29)

Step 6. In (5.21d), δi(t) is defined as δi(t) = Rigi(t) with gi(t) denoting
the non-linear function

gi(t) =

⎧⎪⎨
⎪⎩

HT
i ξ̂i(t)

‖HT
i ξ̂i(t)‖

, ‖HT
i ξ̂i(t)‖ �= 0,

0, ‖HT
i ξ̂i(t)‖ = 0,

(5.30)

where Hi = QiBiRi and ξ̂i(t) = x̂i(t)− φi(t)−Xiv̂i(t).
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It should be pointed out that not all time-varying formation vectors can be
accomplished even for the homogeneous swarm systems (see, e.g., [9,33]). Con-
sidering the heterogeneous dynamics of each agent, the formation tracking fea-
sible condition is proposed as (5.24), which implies that the given formations
should be compatible with the dynamic constraints of the swarm systems.
From (5.25), we see that the feasible formation set can be expanded by utilizing
the compensation input τi(t). To get a more direct form of the feasible condi-
tion (5.24), assume that rank (Ci) = p without loss of generality. Then, there is
a non-singular matrix Ti = [C̄i, C̃i] with C̄i ∈ R

ni×p and C̃i ∈ R
ni×(ni−p) such

that CiC̄i = Ip and CiC̃i = 0p×(ni−p). Let hȳi(t) ∈ R
ni−p denote any piece-

wise continuously differentiable column vector. Then, φi(t) satisfying hyi(t) =

Ciφi(t) can be rewritten as φi(t) = Ti[h
T
yi(t), h

T
ȳi(t)]

T = C̄ihyi(t) + C̃ihȳi(t).
So the feasible condition (5.24) can be transformed to

lim
t→∞

(
h̃yi(t) + B̃i

(
AiC̃ihȳi(t)− C̃iḣȳi(t)

))
= 0, (5.31)

where h̃yi(t) = B̃i(AiC̄ihyi(t)− C̄iḣyi(t)). Since the expected output forma-

tion vector hyi(t) is predefined, we can calculate h̃yi(t) directly. Consider the
following two cases.
i) If limt→∞(h̃yi(t)) = 0, then let hȳi(t) = 0. We can obtain that φi(t) =
C̄ihyi(t) and the expected output formation tracking is feasible.

ii) If limt→∞(h̃yi(t)) �= 0, then check whether there exists hȳi(t) such that
(5.31) holds. If there is such hȳi(t) for each follower, then let φi(t) =

C̄ihyi(t) + C̃ihȳi(t) and the given formation tracking is feasible. Otherwise
hy(t) is infeasible under the controller (5.21).

Based on the neighbouring estimation states, the distributed observer
(5.21a) is constructed for each follower to asymptotically estimate the leader’s
state. Different from the existing results in [83–88], there exists a non-linear
term (i.e., − (η̂i(t) + ρ)Efi(t)) in (5.21a), which is applied to suppress the
influences of the unknown input of the leader in the distributed estimation
level. Furthermore, in the observer-based controller (5.21d), by using the for-
mation information φi(t), the local estimation state x̂i(t), and the distributed
estimation state of the leader v̂i(t), the non-linear term − (η̂i(t) + ρ̄)Rigi(t)
is constructed to make up for the leader’s unknown input in the formation
control level.

The following theorem gives sufficient conditions to achieve formation
tracking for heterogeneous swarm systems.

Theorem 5.2. Suppose that Assumptions 5.4-5.7 hold. If the formation track-
ing feasible condition (5.24) is satisfied, the desired output formation tracking
is accomplished by the heterogeneous systems (5.18) and (5.19) with leader’s
unknown input under the distributed control protocol (5.21) determined by Al-
gorithm 5.2.
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Proof. In the following, we will prove that the distributed observers (5.21a)
and (5.21b) are convergent firstly. Then, it is shown that the expected forma-
tion tracking can be realized under the controller (5.21d).

Since η̃ei(t) =
∑N

j=1 wij(η̂i(t)− η̂j(t)) + wi0(η̂i(t)− γ) (i = 1, 2, . . . , N),

the distributed observer (5.21b) can be transformed to ˙̃ηei(t) = −ksigβ (η̃ei(t)).
Consider the Lyapunov function Vηi

(t) = η̃2ei(t). Then, we can get that

V̇ηi(t) = −2k|η̃ei(t)|1+β = −2k(Vηi(t))
(1+β)/2. According to the finite-time

stability theory in Lemma 2.27, it can be verified that η̃ei(t) → 0 in a fi-
nite time Tη. Let η̃i(t) = η̂i(t) − γ, η̃(t) = [η̃1(t), η̃2(t), . . . , η̃N (t)]T , and
η̃e(t) = [η̃e1(t), η̃e2(t), . . . , η̃eN (t)]T . It follows that η̃e(t) = L1η̃(t), where
L1 is non-singular under Assumption 5.5. Thus, we have that η̃i(t) → 0 in a
finite time Tη.

Let ṽi(t) = v̂i(t) − v0(t) and ϕi(t) = α̂i(t) + ςTi (t)Pςi(t) (i = 1, 2, . . . , N).
Then, it follows from (5.19) and (5.21a) that

˙̃vi(t) = Sṽi(t)− ϕi(t)Pςi(t)− (η̂i(t) + ρ)Efi(t)− Er0(t). (5.32)

Let ṽ(t) = [ṽT1 (t), ṽ
T
2 (t), . . . , ṽ

T
N (t)]T , ς(t) = [ςT1 (t), ς

T
2 (t), . . . , ς

T
N (t)]T , f(t) =

[fT
1 (t), fT

2 (t), . . . , fT
N (t)]T , and r̄(t) = 1N ⊗ r0(t). The system (5.32) can be

rewritten in the following compact form:

˙̃v(t) = (IN ⊗ S) ṽ(t)− (Φ⊗ P ) ς(t)− η (IN ⊗ E) f(t)

− (Π̃⊗ E)f(t)− (IN ⊗ E) r̄(t), (5.33)

where Φ = diag{ϕ1(t), ϕ2(t), . . . , ϕN (t)}, Π̃ = diag{η̃1(t), η̃2(t), . . . , η̃N (t)},
and η = γ + ρ. Since ς(t) = (L1 ⊗ Iq)ṽ(t), it holds from (5.33) that

ς̇(t) = (IN ⊗ S) ς(t)− (L1Φ⊗ P ) ς(t)− η (L1 ⊗ E) f(t)

− (L1Π̃⊗ E)f(t)− (L1 ⊗ E) r̄(t). (5.34)

Because L1 is nonsingular under Assumption 5.5, it can be verified that
limt→∞ṽi(t) = 0 if and only if limt→∞ςi(t) = 0.

Construct the Lyapunov functional candidate as follows

Vς(t) =
1

2

N∑
i=1

di (ϕi(t) + α̂i(t)) ς
T
i (t)Pςi(t) +

1

2

N∑
i=1

diα̃
2
i (t), (5.35)

where di > 0 is defined in Lemma 5.1 and α̃i(t) = α̂i(t)−α with α representing
a positive constant to be determined.

Note that ςTi (t)Pςi(t) = ϕi(t)− α̂i(t). Taking the time derivative of Vς(t)

gives V̇ς(t) = Ξ1(t) + Ξ2(t), where Ξ1(t) = 2
∑N

i=1 diϕi(t)ς
T
i (t)P ς̇i(t) and

Ξ2(t) =
∑N

i=1 di (ϕi(t)− α) ˙̂αi(t). Substituting (5.34) into Ξ1(t) gives

Ξ1(t) = ςT (t)(ΦD ⊗ (PS + STP ))ς(t)− ςT (t)(ΦL̄1Φ⊗ P 2)ς(t)

− 2ηςT (t)(ΦDL1 ⊗ PE)f(t)− 2ςT (t)(ΦDL1Π̃⊗ PE)f(t)

− 2ςT (t) (ΦDL1 ⊗ PE) r̄(t), (5.36)



114 Formation Tracking Control for Heterogeneous Swarm Systems

where L̄1 = DL1 + LT
1 D > 0.

According to the definition of fi(t) in (5.29), we can obtain that
ςTi (t)PEfi(t) = ‖ETPςi(t)‖ and ςTi (t)PEfj(t) � ‖ETPςi(t)‖‖fj(t)‖ �
‖ETPςi(t)‖, i �= j, i, j = 1, 2, . . . , N . Then, it follows that

− 2ηςT (t) (ΦDL1 ⊗ PE) f(t)

= 2η
N∑
i=1

diϕi(t)ς
T
i (t)PE

⎛
⎝ N∑

j=1

wij (fj(t)− fi(t))− wi0fi(t)

⎞
⎠

� −2η
N∑
i=1

diwi0ϕi(t)
∥∥ETPςi(t)

∥∥. (5.37)

From Assumption 5.4, we have

− 2ςT (t) (ΦDL1 ⊗ PE) r̄(t)

= −2
N∑
i=1

diwi0ϕi(t)ς
T
i (t)PEr0(t)

� 2γ
N∑
i=1

diwi0ϕi(t)‖ETPςi(t)‖. (5.38)

Note that η > γ. Substituting (5.37) and (5.38) into (5.36) gives

Ξ1(t) � ςT (t)(ΦD ⊗ (PS + STP ))ς(t)− λ̄1ς
T (t)(Φ2 ⊗ P 2)ς(t)

− 2ςT (t)(ΦDL1Π̃⊗ PE)f(t), (5.39)

where λ̄1 denotes the minimum eigenvalue of L̄1.
Since ˙̂αi(t) = ςTi (t)P

2ςi(t), Ξ2(t) can be transformed to

Ξ2(t) = ςT (t)
(
(Φ− αIN )D ⊗ P 2

)
ς(t). (5.40)

It holds from (5.39) and (5.40) that

V̇ς(t) � ςT (t)
(
ΦD ⊗ (PS + STP + P 2)

)
ς(t)− ςT (t)

(
(λ̄1Φ

2 + αD)⊗ P 2
)
ς(t)

− 2ςT (t)(ΦDL1Π̃⊗ PE)f(t). (5.41)

In light of Lemma 2.3, it follows that −2ςT (t)(ΦDL1Π̃⊗ PE)f(t) �
c̄ςT (t)(Φ2 ⊗ P 2)ς(t) + 1

c̄‖(DL1Π̃⊗ E)f(t)‖2, where 0 < c̄ < λ̄1. Se-
lect α sufficiently large such that α � dm/(λ̄1 − c̄) with dm =
max{d1, d2, . . . , dN}. Using the Young’s inequality in Lemma 2.3, we get
−ςT (t)(((λ̄1 − c̄)Φ2 + αD)⊗ P 2)ς(t) � −2ςT (t)(ΦD ⊗ P 2)ς(t). Recall that
PS + STP − P 2 + Iq = 0. Then, it follows from (5.41) that

V̇ς(t) � −ςT (t)(ΦD ⊗ Iq)ς(t) +
1

c̄
‖(DL1Π̃⊗ E)f(t)‖2. (5.42)
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Note that Π̃ is bounded in [0, Tη) and ‖fi(t)‖ � 1. We can obtain that
1
c̄‖(DL1Π̃⊗ E)f(t)‖2 is bounded in [0, Tη), and its upper bound is assumed
to be f̄m. It follows from (5.42) that

V̇ς(t) � −ςT (t) (ΦD ⊗ Iq) ς(t) + f̄m � f̄m. (5.43)

Thus, Vς(t) is bounded in [0, Tη), which implies that ςi(t) and α̂i(t) are
bounded in [0, Tη).

When t � Tη, we get that Π̃ = 0. Then, it can be verified from (5.42) that

V̇ς(t) � −ςT (t)(ΦD ⊗ Iq)ς(t) � 0. (5.44)

It holds from (5.44) that Vς(t) is bounded and so is α̂i(t). Since α̂i(t) updated
by (5.28) is monotonically increasing, it can be verified that α̂i(t) converges to
some positive constant. Note that V̇ς(t) ≡ 0 leads to ς(t) = 0. Thus, based on
the LaSalle’s Invariance principle in [127], it holds that limt→∞ς(t) = 0. Since
L1 is nonsingular, we have limt→∞ṽi(t) = 0, i.e., limt→∞(v̂i(t)− v0(t)) = 0.

Based on the convergence of the distributed observers (5.21a) and (5.21b),
we will prove that the expected output formation tracking can be achieved un-
der the proposed controller (5.21d). Let x̃i(t) = x̂i(t)−xi(t) (i = 1, 2, . . . , N).
Then, it holds from (5.18) and (5.21c) that ˙̃xi(t) = (Ai + LoiCi)x̃i(t). Since
Loi is selected to make Ai + LoiCi Hurwitz, we have limt→∞ x̃i(t) = 0. For
follower i (i = 1, 2, . . . , N), substituting (5.21d) into (5.18) gives

ẋi(t) = (Ai +BiK1i)xi(t) +BiK1ix̃i(t) +BiK2iv0(t) +BiK2iṽi(t)

− (η̂i(t) + ρ̄)Biδi(t)−BiK1iφi(t) +Biτi(t). (5.45)

Let ξi(t) = xi(t)−φi(t)−Xiv0(t) and η̄ = γ+ρ̄. Note that XiS = AiXi+BiUi,
BiRi −XiE = 0, and δi(t) = Rigi(t). It follows from (5.19) and (5.45) that

ξ̇i(t) = (Ai +BiK1i)ξi(t)− (η̄ + η̃i(t))BiRigi(t)−BiRir0(t) +BiK1ix̃i(t)

+BiK2iṽi(t) +Aiφi(t)− φ̇i(t) +Biτi(t). (5.46)

Consider the following Lyapunov functional candidate for each follower:
Vξi(t) = ξTi (t)Qiξi(t), i = 1, 2, . . . , N , where Qi > 0 satisfies (5.26). The time
derivative of Vξi(t) along the trajectory of (5.46) is described by

V̇ξi(t) = ξTi (t)(Qi(Ai +BiK1i) + (Ai +BiK1i)
T
Qi)ξi(t)

− 2(η̄ + η̃i(t))ξ
T
i (t)QiBiRigi(t)

− 2ξTi (t)QiBiRir0(t) + 2ξTi (t)Qi(BiK1ix̃i(t) +BiK2iṽi(t))

+ 2ξTi (t)Qi(Aiφi(t)− φ̇i(t) +Biτi(t)). (5.47)

Let ξ̃i(t) = ξ̂i(t) − ξi(t) = x̃i(t) − Xiṽi(t) (i = 1, 2, . . . , N). Since
limt→∞x̃i(t) = 0 and limt→∞ṽi(t) = 0, it can be verified that limt→∞ξ̃i(t) = 0.
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Note that Hi = QiBiRi and η̄ = γ + ρ̄ > γ. From Assumption 5.4 and (5.30),
we have

− 2η̄ξTi (t)Higi(t)− 2ξTi (t)Hir0(t)

= −2η̄ξ̂Ti (t)Higi(t)− 2ξ̂Ti (t)Hir0(t) + 2η̄ξ̃Ti (t)Higi(t) + 2ξ̃Ti (t)Hir0(t)

� −2(η̄ − γ)‖HT
i ξ̂i(t)‖+ 2(η̄ + γ)‖HT

i ξ̃i(t)‖
� 2(η̄ + γ)‖HT

i ξ̃i(t)‖. (5.48)

Substituting (5.26) and (5.48) into (5.47) gives

V̇ξi(t) �− 2‖ξi(t)‖2 − 2η̃i(t)ξ
T
i (t)Higi(t) + 2(η̄ + γ)‖HT

i ξ̃i(t)‖
+ 2ξTi (t)Qi(BiK1ix̃i(t) +BiK2iṽi(t))

+ 2ξTi (t)Qi(Aiφi(t)− φ̇i(t) +Biτi(t)). (5.49)

Since the formation tracking feasibility condition (5.24) is satisfied, it fol-
lows that limt→∞(B̃i(Aiφi(t)− φ̇i(t)) + B̃iBiτi(t)) = 0. From (5.25), we get

B̂i(Aiφi(t)− φ̇i(t)) + B̂iBiτi(t) = 0.

Note that Πi = [B̂T
i , B̃

T
i ]

T is a non-singular matrix. Then, it holds that

limt→∞(Aiφi(t)− φ̇i(t) +Biτi(t)) = 0.

Let φ̃i(t) = Qi(Aiφi(t)− φ̇i(t) +Biτi(t)) (i = 1, 2, . . . , N). It follows
that limt→∞φ̃i(t) = 0. Let ϑ̃i(t) = Qi (BiK1ix̃i(t) +BiK2iṽi(t)). Since
limt→∞ x̃i(t) = 0 and limt→∞ ṽi(t) = 0, we can obtain limt→∞ ϑ̃i(t) = 0.
Using the Young’s inequality, it can be verified that

2ξTi (t)φ̃i(t) �
1

2
ξTi (t)ξi(t) + 2φ̃T

i (t)φ̃i(t),

2ξTi (t)ϑ̃i(t) �
1

2
ξTi (t)ξi(t) + 2ϑ̃T

i (t)ϑ̃i(t),

−2η̃i(t)ξ
T
i (t)Higi(t) �

1

2
ξTi (t)ξi(t) + 2‖η̃i(t)Higi(t)‖2.

Substituting the above three inequalities into (5.49) yields

V̇ξi(t) �− 1

2λmax(Qi)
Vξi(t) + 2(η̄ + γ)‖HT

i ξ̃i(t)‖+ 2ϑ̃T
i (t)ϑ̃i(t)

+ 2φ̃T
i (t)φ̃i(t) + 2‖η̃i(t)Higi(t)‖2. (5.50)

Since η̃i(t) is bounded in [0, Tη) and ‖gi(t)‖ � 1, we have that 2‖η̃i(t)Higi(t)‖2
is bounded in [0, Tη). Note that ξ̃i(t), ϑ̃i(t) and φ̃i(t) are bounded. Thus, it
holds from (5.50) that Vξi(t) is bounded in [0, Tη), so is ξi(t).
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When t � Tη, we have that η̃i(t) = 0. Recall that limt→∞ξ̃i(t) = 0,

limt→∞ϑ̃i(t) = 0, and limt→∞φ̃i(t) = 0. Then, by Lemma 2.19 in [150], it
holds from (5.50) that limt→∞Vξi(t) = 0, which implies that limt→∞ξi(t) = 0
(i = 1, 2, . . . , N). Let ei(t) = yi(t) − hyi(t) − Fv0(t) be the output forma-
tion tracking error. Since hyi(t) − Ciφi(t) = 0 and CiXi − F = 0, we have
limt→∞ei(t) = 0 (i = 1, 2, . . . , N). Therefore, the expected time-varying out-
put formation tracking is achieved by systems (5.18) and (5.19). This com-
pletes the proof of Theorem 5.2.

From the proof of Theorem 5.2, we can see that the unknown input of the
leader has influences on the design of both the distributed observer (5.21a)
and the formation controller (5.21d). Besides fi(t) in the distributed observer
(5.21a), we also need to construct an appropriate compensation term in the
formation controller (5.21d) for each follower using its local information. Note
that we cannot obtain ξi(t) directly for all the followers. Combining the esti-
mation states v̂i(t), x̂i(t) and the formation information φi(t), a novel com-
pensation term − (η̂i(t) + ρ̄) δi(t) is constructed in (5.21d) to suppress r0(t)
in the formation control level. Thus, only the output regulation strategy with
r0(t) ≡ 0 in [83–88] cannot solve the formation tracking problems considered
in this section. Moreover, since the swarm system is homogeneous in [51],
the influences of r0(t) can be compensated directly in the formation con-
troller using the neighbouring relative state. There is no need to construct a
distributed robust observer and combine a compensation term with output
regulation strategy for homogeneous case in [51].

In light of the adaptive updating gain α̂i(t), the proposed observer (5.21a)
is distributed without needing any global information of the directed topol-
ogy. Note that the existing approaches for undirected graph in [51, 152, 153]
cannot be applied to solve the adaptive time-varying formation tracking prob-
lems on directed graph by a simple modification. Since the Laplacian matrix
of directed graph is asymmetric, we have to construct a different adaptive
formation tracking protocol and select an appropriate Lyapunov function for
directed graph. Compared with the protocol for undirected graph in [51], there
exist two distinct differences for the proposed distributed observer (5.21a) in
this paper. Firstly, we add a smooth function ςTi (t)Pςi(t) to α̂i(t) to accelerate
the convergence of the estimation error and give extra freedom for stability
analysis. Secondly, we construct an extra distributed observer (5.21b) to get γ
for each follower using the neighbouring interaction, so the complicated inter-
relations between the non-linear functions to suppress r0(t) and the directed
topology can be handled. Moreover, the Lyapunov function candidate (5.35)
in this section has a quite different and more complicated structure than the
one in Section 4.2.

Since the non-linear functions fi(t) and gi(t) (i ∈ {1, 2, . . . , N}) in (5.29)
and (5.30) are discontinuous, the formation tracking protocol (5.21) will cause
chattering to the control input ui(t). In the following, we will replace fi(t)
and gi(t) with continuous functions to avoid the large chattering of ui(t). The
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continuous non-linear functions f̄i(t) and ḡi(t) are defined as

f̄i(t) =
ETPςi(t)

‖ETPςi(t)‖+ εfi
, (5.51)

ḡi(t) =
HT

i ξ̂i(t)

‖HT
i ξ̂i(t)‖+ εgi

, (5.52)

where εfi and εgi are two small positive constants. Moreover, motivated by
the σ-modification adaptive approach in [139], the adaptive law for α̂i(t) in
(5.28) is redesigned as

˙̂αi(t) = −σiα̂i(t) + ςTi (t)P
2ςi(t), (5.53)

where α̂i(0) � 0 and σi denotes a positive constant. As shown in [139], the
σ-modification adaptive law (5.53) has robustness to bounded noise.

Theorem 5.3. Suppose that Assumptions 5.4-5.7 hold. Using the continuous
functions f̄i(t), ḡi(t), and the σ-modification adaptive law (5.53) in the proto-
col (5.21), if the formation tracking feasible condition (5.24) is satisfied, then
the formation tracking error ei(t) is uniformly ultimately bounded.

Proof. Construct the same Lyapunov functional candidate Vς(t) as (5.35).

Considering the structure of f̄i(t), we get ςTi (t)PEf̄i(t) = ‖ETPςi(t)‖2

‖ETPςi(t)‖+εfi
,

ςTi (t)PEf̄j(t) � ‖ETPςi(t)‖, i �= j, i, j = 1, 2, . . . , N . Then, it follows that

ςTi (t)PE

(∑N

j=1
wij(f̄j(t)− f̄i(t))− wi0f̄i(t)

)

� −wi0
‖ETPςi(t)‖2

‖ETPςi(t)‖+ εfi
+ εfi

∑N

j=1
wij . (5.54)

From (5.38) and (5.54), we can obtain

− 2ηςT (t)(ΦDL1 ⊗ PE)f̄(t)− 2ςT (t)(ΦDL1 ⊗ PE)r̄(t)

� 2η
N∑
i=1

diϕi(t)εfi

N∑
j=0

wij . (5.55)

Under the σ-modification adaptive law (5.53), Ξ2(t) can be transformed to

Ξ2(t) = ςT (t)((Φ− αIN )D ⊗ P 2)ς(t) −∑N
i=1 diσi(ϕi(t)− α)α̂i(t). Note that

ϕi(t) � α̂i(t) � 0, − 1
2 (α̂i(t)− α)α̂i(t) � − 1

4 α̂
2
i (t)+

1
4α

2, − 1
2 α̃i(t)(α̃i(t) + α) �

− 1
4 α̃

2
i (t) +

1
4α

2. Then, it follows that

Ξ2(t) �ςT (t)
(
(Φ− αIN )D ⊗ P 2

)
ς(t)− 1

4

N∑
i=1

diσi

(
α̂2
i (t) + α̃2

i (t)
)

+
1

2

N∑
i=1

diσiα
2. (5.56)
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Follow the similar steps in the proof of Theorem 5.2. It can be verified from
(5.55) and (5.56) that

V̇ς(t) �− ςT (t)(ΦD⊗Iq)ς(t)+
1

c̄
‖(DL1Π̃⊗E)f̄(t)‖2+2η

N∑
i=1

diϕi(t)εfi

N∑
j=0

wij

− 1

4

N∑
i=1

diσi(α̂
2
i (t) + α̃2

i (t)) +
1

2

N∑
i=1

diσiα
2. (5.57)

Let ε̄fi = 2ηεfi
∑N

j=0 wij . Then, it can be verified that

2η
∑N

i=1
diϕi(t)εfi

∑N

j=0
wij

� 1

4

∑N

i=1
diσiα̂

2
i (t) +

1

2λmax(P )

∑N

i=1
di(ς

T
i (t)Pςi(t))

2

+
∑N

i=1
di

(
1

σi
+

λmax(P )

2

)
ε̄2fi.

Since 1
2λmax(P )

∑N
i=1 di(ς

T
i (t)Pςi(t))

2 � 1
2 ς

T (t)(ΦD ⊗ Iq)ς(t), it holds from

(5.57) that

V̇ς(t) �− 1

2
ςT (t)(ΦD ⊗ Iq)ς(t)−

1

4

N∑
i=1

diσiα̃
2
i (t)

+
1

c̄
‖(DL1Π̃⊗ E)f̄(t)‖2 +�,

where � =
∑N

i=1 di

(
1
σi

+ λmax(P )
2

)
ε̄2fi+

1
2

∑N
i=1 diσiα

2. It can be verified that

Vς(t) is bounded in [0, Tη). When t � Tη, since Π̃ = 0, it holds that

V̇ς(t) � −1

2
ςT (t)(ΦD ⊗ Iq)ς(t)−

1

4

N∑
i=1

diσiα̃
2
i (t) +�. (5.58)

Because ϕi(t) � α̂i(t) � 0, we can obtain from (5.35) that

Vς(t) � ςT (t)(ΦD ⊗ P )ς(t) +
1

2

∑N

i=1
diα̃

2
i (t).

Then, we get from (5.58) that

V̇ς(t) �− μVς(t)−
(
1

2
− μλmax(P )

)
ςT (t)(ΦD ⊗ Iq)ς(t)

− 1

4

N∑
i=1

(σi − 2μ)diα̃
2
i (t) +�, (5.59)
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where μ is a positive constant. Let μ be sufficiently small such that μ <
1

2λmax(P ) and μ < 1
2σi (i = 1, 2, . . . , N). Then, it holds from (5.59) that

V̇ς(t) � −μVς(t) +�. (5.60)

According to the Comparison lemma in Lemma 2.25, it can be verified that
Vς(t) � (Vς(0)−�/μ)e−μt + �/μ. Thus, Vς(t) is ultimately bounded with
the upper bound �/μ, which implies that ςi(t) and α̂i(t) (i = 1, 2, . . . , N) are
ultimately bounded. Since ς(t) = (L1 ⊗ Iq)ṽ(t) and L1 is nonsingular, we can
obtain that ṽi(t) (i = 1, 2, . . . , N) are ultimately bounded.

Construct the same Lyapunov functional candidate Vξi(t) = ξTi (t)Qiξi(t)

as the one in Theorem 5.2. From (5.52), we can obtain that −2η̄ξ̂Ti (t)Hiḡi(t)−
2ξ̂Ti (t)Hir0(t) � 2η̄εgi. Follow the similar steps in the proof of Theorem 5.2.
It can be verified that Vξi(t) is bounded in [0, Tη). When t � Tη, it holds that

V̇ξi(t) �− 1

2λmax(Qi)
Vξi(t) + 2η̄εgi + 2(η̄ + γ)‖HT

i ξ̃i(t)‖

+ 2ϑ̃T
i (t)ϑ̃i(t) + 2φ̃T

i (t)φ̃i(t). (5.61)

Since ṽi(t) is ultimately bounded and limt→∞x̃i(t) = 0, we can obtain that
ξ̃i(t) and ϑ̃i(t) are ultimately bounded. Note that limt→∞φ̃i(t) = 0. According
to the Comparison lemma and the input-to-state stability, it can be verified
that Vξi(t) is ultimately bounded, which implies that ei(t) = Ciξi(t) is ulti-
mately bounded. This completes the proof of Theorem 5.3.

In Theorem 5.3, the continuous output formation tracking protocol using
f̄i(t) and ḡi(t) (i ∈ {1, 2, . . . , N}) can avoid the chattering of the control in-
puts effectively. From (5.60) and (5.61), we see that the formation tracking
error ei(t) can converge to a small bounded set if the positive constants εfi,
εgi, and σi are selected to be relatively small. If the formation tracking er-
ror is small enough to meet the requirements of practical applications, the
heterogeneous swarm system is said to achieve practical time-varying output
formation tracking.

5.3.3 Simulation Example

Consider a heterogeneous swarm system with 4 followers and one leader,
which moves in the XY plane. The directed topology of the swarm sys-
tem is shown in Fig. 5.5. The model of each follower is described by (5.18),
where xi(t) = [xT

Xi(t), x
T
Y i(t)]

T ∈ R
2ni (n1 = 1, n2 = n3 = 2, n4 = 3),

ui(t) = [uT
Xi(t), u

T
Y i(t)]

T ∈ R
2mi (m1 = m2 = m3 = 1, m4 = 2), and

yi(t) = [yTXi(t), y
T
Y i(t)]

T ∈ R
2. The matrices Ai, Bi, and Ci (i = 1, 2, 3, 4) are

selected the same as the simulation example in Section 5.2. The dynamics of
the leader is described by (5.19), where v0(t) = [vTX0(t), v

T
Y 0(t)]

T ∈ R
4, r0(t) =

[rTX0(t), r
T
Y 0(t)]

T ∈ R
2, y0(t) = [yTX0(t), y

T
Y 0(t)]

T ∈ R
2, S = I2 ⊗

[
0 1
0 0

]
,
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E = I2 ⊗
[

0
1

]
, F = I2 ⊗ [ 1 0 ]. Choose the unknown input of the leader

as r0(t) = [0.5 cos(t), 0.5 sin(t)]T , where we can see that r0(t) satisfies As-
sumption 5.4.

FIGURE 5.5: Directed graph.

The followers are required to achieve time-varying square forma-
tion tracking, and the desired formation vector is chosen as hyi(t) =
[3 cos(2t+ (i− 1)π/2), 3 sin(2t+ (i− 1)π/2)]T , i = 1, 2, 3, 4. When hy(t) is re-
alized, the outputs of the four followers will form a square and rotate around
the leader. Algorithm 5.2 is applied to design the time-varying formation track-
ing controller (5.21). For each follower, there exist φi(t) (i = 1, 2, 3, 4) such
that the formation tracking feasibility condition (5.24) holds, and φi(t) can
be designed as

φ1(t) = [3 cos(2t), 3 sin(2t)]T ,

φ2(t) = [3 cos(2t+ π/2),−6 sin(2t+ π/2), 3 sin(2t+ π/2), 6 cos(2t+ π/2)]T ,

φ3(t) = [3 cos(2t+ π),−6 sin(2t+ π), 3 sin(2t+ π), 6 cos(2t+ π)]T ,

φ4(t) = [3 cos(2t+ 3π/2),−6 sin(2t+ 3π/2),−12 cos(2t+ 3π/2),

3 sin(2t+ 3π/2), 6 cos(2t+ 3π/2),−12 sin(2t+ 3π/2)]T .

It follows from (5.25) that

τ1(t) = [−6 sin(2t), 6 cos(2t)]T ,

τ2(t) = [−12 cos(2t+ π/2),−12 sin(2t+ π/2)]T ,

τ3(t) = [−6 sin(2t+ π)− 9 cos(2t+ π),−9 sin(2t+ π) + 6 cos(2t+ π)]T ,

τ4(t) = [0, 12 sin(2t+3π/2) + 6 cos(2t+3π/2), 0,

6 sin(2t+3π/2)− 12 cos(2t+3π/2)]T .

Choose the following matrices Xi, Ui, and Ri (i = 1, 2, 3, 4) such that the
linear matrix equations (5.22) and (5.23) hold: X1 = I2 ⊗ [ 1 0 ], U1 =
I2 ⊗ [ 0 1 ], R1 = 02×2, X2 = I4, U2 = 02×4, R2 = I2, X3 = I4, U3 =
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I2 ⊗ [ 1 1 ], R3 = I2, X4 = I2 ⊗

⎡
⎣ 1 0

0 1
0 0

⎤
⎦, U4 = I2 ⊗

[
0 0
−2 2

]
, R4 =

I2 ⊗
[

1
0

]
. Design the gain matrices Loi, K1i, and K2i (i = 1, 2, 3, 4) as

Lo1 = −5I2, K11 = −I2, K21 = I2 ⊗ [ 1 1 ], Lo2 = I2 ⊗ [−10,−50]T ,
K12 = I2 ⊗ [ −2 −2 ], K22 = I2 ⊗ [ 2 2 ], Lo3 = I2 ⊗ [−9,−40]T , K13 =
I2 ⊗ [ −1 −1 ], K23 = I2 ⊗ [ 2 2 ], Lo4 = I2 ⊗ [−16,−114,−334]T , K14 =

I2⊗
[

−2 −2 −1
−2 2 −2

]
, K24 = I2⊗

[
2 2
0 0

]
. In this example, the continuous

functions f̄i(t) and ḡi(t) and the σ-modification adaptive law (5.53) are used,
where εfi = 0.02, εgi = 0.02, and σi = 0.1. Let k = 1, β = 1

2 , ρ = ρ̄ = 0.5,
and α̂Xi(0) = α̂Y i(0) = 0.5. The initial states of xi(t), v0(t),v̂i(t), η̂i(t), and
x̂i(t) are generated by random numbers between -2 and 2.

FIGURE 5.6: Output snapshots at different time instants and output tra-
jectories within t = 30s of swarm system.

The output snapshots of heterogeneous swarm system at different times
(t = 0, 10, 20, 30s) and the output trajectories within t = 30s are shown
in Fig. 5.6, where the four followers are denoted by circle, square, diamond,
and triangle respectively, and the leader is marked by pentagram. Fig. 5.7
shows the time-varying output formation tracking errors for the followers.
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(a) eXi(t) (b) eY i(t)

FIGURE 5.7: Output formation tracking errors for four followers.

(a) ‖ṽXi(t)‖ (b) ‖ṽY i(t)‖

FIGURE 5.8: Estimation errors for the distributed observer (5.21a).

(a) α̂Xi(t) (b) α̂Y i(t)

FIGURE 5.9: Adaptive gains in the distributed observer (5.21a).

The estimation errors ‖ṽi(t)‖ and the adaptive gains α̂i(t) are given in Figs.
5.8 and 5.9. From Figs. 5.6-5.9, we can see that both ṽi(t) and α̂i(t) are
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ultimately bounded, and the outputs of four followers can form a spanning
square and tracking the leader with a relatively small error. Therefore, the
desired formation tracking is achieved approximately by heterogeneous swarm
system with a leader of unknown input.

5.4 Conclusions

High-order heterogeneous swarm systems were considered in this chapter,
where each agent could have different dynamics matrices and state dimensions.
Leaderless time-varying output formation control problems were investigated
firstly. A distributed formation controller with hierarchical architecture and
an algorithm to design control parameters were proposed, where the feasibil-
ity conditions of time-varying formation under heterogeneous dynamics were
analyzed. In light of the state space decomposition approach and output regu-
lation strategy, it was proved that the high-order heterogeneous swarm system
can achieve the desired time-varying output formation, and the exact expres-
sion of the output formation reference function was also given. Furthermore,
based on the formation control, the time-varying output formation tracking
problem of high-order heterogeneous swarm systems with a leader of unknown
input was further studied. A distributed adaptive observer using neighbouring
interaction was constructed for each follower to estimate the leader state under
the influence of its unknown input. Based on the distributed observer, the local
state observer, and the desired formation vector, a time-varying output forma-
tion tracking controller and its corresponding design algorithm were presented
using output regulation strategy and sliding-mode control theory. The feasi-
bility conditions of time-varying output formation tracking for heterogeneous
swarm systems and the approach to expand feasible formation set were stud-
ied. Using Lyapunov stability theory, the convergence of time-varying output
formation tracking error was proved. The results in this chapter are mainly
based on [106].



Chapter 6

Formation Tracking for
Heterogeneous Swarm Systems with
Multiple Leaders

6.1 Introduction

In Chapters 4 and 5, only one real/virtual leader was considered. How-
ever, in several applications, there are multiple leaders for the followers to
track [9, 54, 108]. For example, in the cooperative reconnaissance application
with a group of manned ground vehicles and UAVs, the UAVs are regarded
as followers which fly around the ground vehicles with a desired formation. It
is more robust for follower UAVs to track the convex combination of multiple
leader vehicles rather than a specified leader. Since there are multiple leaders
in the swarm system that need to be tracked, how to effectively describe the
relationship between formation reference and multiple leaders and specify the
macro motion of the whole formation is a challenging problem to be solved.
Furthermore, in practical applications, each follower can only receive directly
from part of the leaders by itself, and multiple leaders’ information is incom-
plete for all the followers. How to design a time-varying formation tracking
controller for high-order heterogeneous swarm system without relying on the
well-informed follower assumption is more practical and challenging.

Formation tracking problems for homogeneous swarm systems with multi-
ple identical leaders were firstly formalized in [9], where the achieved formation
can track the state convex combination of the leaders. Based on [9], more con-
straints of swarm systems were considered, such as communication delays [54]
and switching graphs [108]. In [9, 54, 108], it is assumed that each follower is
well-informed or uninformed, where a well-informed follower can communicate
with all the leaders and an uninformed follower has no leaders as its neighbour.
This assumption is too restrictive since it forces some followers to receive from
all the leaders directly. In practice, it is more possible and realistic that a fol-
lower only contains a subset of leaders as its neighbour. Thus, it is significant
to further study the formation tracking approaches without depending on the
well-informed follower assumption. In this case, all the followers cannot ac-
quire the complete information of the multiple leaders, which makes the design
and analysis more complicated. Besides, in containment control [110–112], all
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the leaders were assumed to share identical dynamics, and this assumption is
crucial to make the output regulation strategy applicable to multiple leaders.
In practice, not only the followers but also the leaders can be heterogeneous.
How to design formation tracking protocol for heterogeneous swarm systems
with multiple non-identical leaders independent of the well-informed follower
assumption is still open.

Inspired by the above facts and challenges, this chapter focuses on the
time-varying formation tracking problems for heterogeneous swarm systems
with multiple leaders, where the followers are required to achieve the desired
time-varying formation and track the state convex combination of the multiple
leaders simultaneously. The main contents of this chapter are summarized as
follows.

Firstly, time-varying output formation tracking problems with switching
directed topologies are studied based on the well-informed follower assump-
tion. The followers are classified into the well-informed ones and the unin-
formed ones. Using the neighbouring relative information, a distributed ob-
server is constructed for each follower to estimate the convex combination
of multiple leaders’ states under the influences of switching directed topolo-
gies. An output formation tracking protocol based on the distributed observer
and an algorithm to determine the control parameters of the protocol are
presented. Sufficient conditions for the heterogeneous swarm systems with
multiple leaders and switching directed topologies to achieve the desired time-
varying output formation tracking are proposed.

Furthermore, formation tracking problems for heterogeneous swarm sys-
tems are investigated without assuming that each follower is well-informed
or uninformed. Besides the followers are heterogeneous, the multiple leaders
can also have non-identical dynamics. Both the output and the dynamical
matrices of each leader are only available to the followers which contain this
leader as neighbour. Based on the local estimation and the interaction with
neighbouring followers, a novel distributed observer is designed for each fol-
lower to estimate the dynamical matrices and the states of multiple leaders
without requiring the well-informed follower assumption. Using the finite-time
stability theory and the adaptive updating gains, the proposed observer can
be designed in a totally distributed form by each follower with no need for the
eigenvalue information of both the leaders’ system matrices and the Laplacian
matrix. An adaptive algorithm is proposed to solve the regulator equations
in finite time based on the estimation of the leaders’ matrices. Then, a time-
varying formation tracking protocol is presented using the estimated states
of multiple leaders, the online solutions of the regulator equations, and the
desired formation vector generated by the local exosystem. It is proved that
the outputs of the followers can not only realize the expected formation shape
but also track the predefined convex combination of multiple leaders.
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6.2 Time-varying Formation Tracking with Switching
Directed Graphs

In practical applications, due to the formation transformation, complex
terrain environment, electromagnetic interference, and so on, the communi-
cation links of swarm system would be vulnerable, and the communication
edges between agents may be disconnected or reconnected, which leads to
the switching of interaction topology and then changes the connectivity of
swarm system. This section studies the time-varying output formation track-
ing problems for heterogeneous linear swarm systems with multiple leaders in
the presence of switching directed topologies. The followers are classified into
the well-informed ones and the uninformed ones. Firstly, using the neighbour-
ing relative information, a distributed observer is constructed for each follower
to estimate the convex combination of multiple leaders’ states under the in-
fluences of switching directed topologies. Then, an output formation tracking
protocol based on the distributed observer and an algorithm to determine
the control parameters of the protocol are presented. Considering the fea-
tures of heterogeneous dynamics, the time-varying formation tracking feasible
constraints are provided, and a compensation input is applied to expand the
feasible formation set. Finally, sufficient conditions for heterogeneous swarm
systems with multiple leaders and switching directed topologies to achieve the
desired time-varying output formation tracking are proposed.

6.2.1 Problem Description

The swarm system is composed of M (M > 1) followers and N
(N > 1) leaders. If an agent has no neighbour, it is called a leader.
The follower and leader sets are denoted by F = {1, 2, . . . ,M} and E =
{M + 1,M + 2, . . . ,M +N}, respectively. The followers are classified into
well-informed and uninformed ones.

Definition 6.1 ([9]). Follower i (i ∈ F) is said to be well-informed if its
neighbour set Ni contains all leaders. Follower j (j ∈ F) is said to be un-
informed if Nj contains no leaders. Let Fw be the well-informed follower set
and Fu denote the uninformed follower set.

It is assumed that the directed topology of the swarm system is switching.
There is an infinite sequence of uniformly bounded non-overlapping time in-
tervals [tκ, tκ+1) (κ = 1, 2, 3 . . .) with τ0 6 tκ+1−tκ 6 τ1 and t1 = 0, where the
positive constant τ0 is called the dwell time. The interaction topology changes
at the switching sequence tκ+1 (κ = 1, 2, 3 . . .). The index set of all possible
graphs is described by {1, 2, . . . , z}. Let σ (t): [0,∞)→ {1, 2, . . . , z} denote the
switching signal, then its value is the index of the graph. The directed graph
and Laplacian matrix at σ(t) are defined as Gσ(t) and Lσ(t), respectively. For
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any i ∈ Fw and j ∈ E , the weights from the leaders to the well-informed

followers are defined as w
σ(t)
ij = bj with bj being a positive constant, which

means that the leader j has the same weight bj to different well-informed
followers at any σ(t). For a given switching signal σ(t), let Nσ(T1, T2) denote
the number of switching of σ(t) over the interval (T1, T2).

Definition 6.2 ([108]). For any T2 > T1 > 0, if the inequality Nσ (T1, T2) 6
N0 + T2−T1

τa
holds for constants N0 > 0 and τa > 0, then τa is called the

average dwell time.

The dynamics of follower i (i ∈ F) is described by{
ẋi (t) = Aixi (t) +Biui (t) ,

yi (t) = Cixi (t) ,
(6.1A)

where xi (t) ∈ Rni , ui (t) ∈ Rmi and yi (t) ∈ Rp are the state, control input
and output of the follower i, respectively. Ai ∈ Rni×ni , Bi ∈ Rni×mi and
Ci ∈ Rp×ni are constant known matrices with rank(Bi) = mi. The pairs
(Ai, Bi) are stabilizable and the pairs (Ci, Ai) are detectable. The dynamics
of leader j (j ∈ E) is described by{

v̇j (t) = Svj (t) ,

yj (t) = Fvj (t) ,
(6.1B)

where vj (t) ∈ Rq and yj (t) ∈ Rp denote the state and output of the leader j,
respectively. S ∈ Rq×q and F ∈ Rp×q are constant known matrices, where S
has no eigenvalues with negative real parts. The pair (F, S) is observable.

Remark 6.1. The swarm system (6.1) consists of M followers and N leaders.
The followers can have both heterogeneous system matrices (i.e., Ai, Bi and
Ci) and different system dimensions (i.e., ni and mi). Since the swarm system
is required to achieve a desired output formation tracking, all followers and
leaders need to have the same output dimension p. If N = 1, the leader’s
dynamics (6.1B) is used widely in the cooperative output regulation works
[84–86]. In the case where all agents have the same dynamics with A ∈ Rn×n,
B ∈ Rn×m and C = In, the swarm system model (6.1) becomes the one
studied in [9]. Plenty of robot systems can be represented by linear models
approximately in the formation control level. For example, using the feedback
linearization technique in [41], the unicycle robots can be modeled as second-
order integrator for formation control.

Assumption 6.1. The following regulator equations{
XiS = AiXi +BiUi,

0 = CiXi − F,
(6.2)

have solution pairs (Xi, Ui), i = 1, 2, . . . ,M .
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Assumption 6.1 is standard for cooperative control of heterogeneous swarm
systems (see, e.g., [83–88]). The solvability of regulator equations (6.2) is a
necessary condition for the output regulation problems. As shown in [149], the
regulator equations (6.2) are solvable if

rank

[
Ai − λIni Bi

Ci 0

]
= ni + p, i = 1, 2, . . . ,M,

hold for all λ ∈ σ(S).
The expected time-varying formation is specified by a vector hF (t) =

[hT1 (t), hT2 (t), . . . , hTM (t)]T , where hi(t) ∈ Rq is required to be piecewise con-
tinuously differentiable. The desired output formation vector is defined as
hyi(t) = Fhi(t) (i ∈ F).

Definition 6.3. For any given bounded initial states and follower i (i ∈
F), if there are positive constants βj (j = M + 1,M + 2, . . . ,M + N) with∑M+N
j=M+1 βj = 1 such that

lim
t→∞

yi (t)− hyi (t)−
M+N∑
j=M+1

βjyj (t)

 = 0, (6.3)

then swarm system (6.1) is said to accomplish time-varying output formation
tracking with multiple leaders.

To explain Definition 6.3 more intuitively, consider the following example
for formation tracking with multiple leaders. As shown in Fig. 6.1, during
the cooperative flying of multiple heterogeneous manned/unmanned combat
aerial vehicles (CAVs), a fleet of unmanned CAVs can keep desired time-
varying tactical formation centred by the convex combination of the positions
of all the available manned CAVs to enclose them. In this configuration, those
dangerous tasks such as reconnaissance and attack can be accomplished by
the unmanned CAVs, and the safety of the manned CAVs can be guaran-
teed due to that the defense system of the opponent will be triggered and
consumed by the unmanned CAVs flying outside. It should be pointed out
that the tracking target for the formation is the convex combination of all the
available manned CAVs instead of one of the specific manned CAVs. If some of
the manned CAVs fail or crash, the tracking target becomes the convex com-
bination of the remaining available manned CAVs. If the tracking target for
the formation is one specific manned CAV, the failure or crash of this manned
CAV may destroy the whole mission since no tracking target is available for
the formation. Therefore, tracking the convex combination of all the available
manned CAVs is more robust than tracking one of the specific manned CAVs.

Remark 6.2. In Definition 6.3,
∑M+N
j=M+1 βjyj(t) stands for the convex com-

bination of the leaders’ outputs. When the output formation tracking is ac-
complished, all followers regard

∑M+N
j=M+1 βjyj(t) as the formation reference
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FIGURE 6.1: An example for formation tracking with multiple leaders.

and maintain the time-varying offsets hyi(t) (i = 1, 2, . . . ,M) relative to it.

Note that
∑M+N
j=M+1 βjyj(t) only determines the common formation reference

of the followers, while the desired formation pattern of the followers is spec-
ified by time-varying vectors hyi(t) (i = 1, 2, . . . ,M). If N = 1, Definition 3
can be transformed into limt→∞(yi(t) − hyi(t) −yM+1(t)) = 0, which means
that the expected output formation tracking with one leader is accomplished in
Chapters 4 and 5. If N = 1 and

∑M
i=1 hyi(t) = 0, it follows from (6.3) that

limt→∞(yM+1(t)−
∑M
i=1 yi(t)/M) = 0, then the swarm systems achieve the

target enclosing with one target [6].

6.2.2 Formation Tracking Controller Design and Stability
Analysis with Switching Graphs

In this section, in order to acquire the convex combination of leaders’
states, a distributed observer with neighbouring relative information is pre-
sented for each follower firstly. The convergence of the observer is proved based
on the piecewise Lyapunov theory and the threshold for the average dwell time
of the switching topologies is derived. Then, a formation tracking protocol and
an algorithm to design the control parameters are given. Finally, it is proved
that the output formation tracking errors of followers can converge to zero
using the proposed approach.

Assumption 6.2. Each follower is well-informed or uninformed. For each
directed graph Gσ(t) and uninformed follower i (i ∈ Fu), there is at least one
well-informed follower which has a directed path to this uninformed one.

Remark 6.3. The requirement about the well-informed followers is to make
all followers acquire the same convex combination of the leaders’ states, which
means that the followers can reach an agreement on the formation reference. In
practical applications, the followers with better communication and detection
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capabilities are considered to be well-informed, and other followers with rela-
tively weak capabilities are regarded as uninformed ones.

Since the leaders have no neighbour, the Laplacian matrix Lσ(t) has the
following form

Lσ(t) =

[
L1σ(t) L2σ(t)

0N×M 0N×N

]
,

where L1σ(t) ∈ RM×M and L2σ(t) ∈ RM×N . Under Assumption 2, the follow-
ing two lemmas are given.

Lemma 6.1 ([154]). Under Assumption 6.2, all the eigenvalues of L1σ(t)

have positive real parts, and there exists a diagonal matrix Gσ(t) =
diag{g1σ(t), g2σ(t), . . . , gMσ(t)} with giσ(t) > 0 such that Ξσ(t) = Gσ(t)L1σ(t) +
LT1σ(t)Gσ(t) > 0. Moreover, one such Gσ(t) can be determined by

[g1σ(t), g2σ(t), . . . , gMσ(t)]
T = (LT1σ(t))

−11M .

Lemma 6.2 ([9]). Under Assumption 6.2, each entry of −L−1
1σ(t)L2σ(t) is

nonnegative, and each row of −L−1
1σ(t)L2σ(t) is identical and has a sum equal

to one. −L−1
1σ(t)L2σ(t) has the following form:

−L−1
1σ(t)L2σ(t) = 1M ⊗

[bM+1, bM+2, . . . , bM+N ]∑M+N
k=M+1 bk

.

Since not all followers can obtain the leaders’ outputs directly, it is nec-
essary to construct a distributed observer by using the neighbouring relative
information. Consider the following distributed observer:

˙̂
ζi(t)=Sζ̂i(t)−µK

 M∑
j=1

wij(ŷi(t)−ŷj(t))+
M+N∑
k=M+1

wik(ŷi(t)−yk(t))

 , (6.4)

where ζ̂i (t) ∈ Rq and ŷi (t) = F ζ̂i (t), i ∈ F . yk (t) = Fvk (t) denotes the
output of the leader k (k ∈ E). µ is a positive constant to be determined
later. The constant gain matrix K ∈ Rq×p is designed as K = P−1FT , and P
is a positive definite matrix satisfying the following linear matrix inequality
(LMI):

STP + PS − FTF + αP < 0, (6.5)

where α is a given positive constant.

Remark 6.4. The outputs of the leaders yk (t) (k ∈ E) are applied to construct
the distributed observer (6.4), while the virtual leader’s state information is
used in [83, 86, 87]. The proposed observer (6.4) is dependent on its neigh-
bouring relative output information, rather than the relative state informa-
tion, which can reduce communication burden effectively. As shown in [155],
for any given positive constant α, the LMI (6.5) is solvable if the pair (F, S)
is observable.
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The following theorem guarantees that ζ̂i (t) (i ∈ F) will converge to the
same convex combination of the leaders’ states with the switching directed
topologies.

Theorem 6.1. Suppose that Assumption 6.2 holds. The distributed observer
(6.4) will converge to the same convex combination of the leaders’ states, i.e.,

lim
t→∞

ζ̂i (t)− 1∑M+N
k=M+1 bk

M+N∑
j=M+1

bjvj (t)

 = 0, i ∈ F ,

if µ in (6.4) is chosen as µ > max

{
λmax(Gσ(t))
λmin(Ξσ(t))

}
(σ (t) ∈ {1, 2, . . . , z}), and

the average dwell time of the switching topologies satisfies

τa >
lnϕ

α
, (6.6)

where ϕ = max
{
λmax(Gi)
λmin(Gj)

}
(i, j ∈ {1, 2, . . . , z}).

Proof. Let ζ̂F (t) = [ζ̂T1 (t), ζ̂T2 (t), . . . , ζ̂TM (t)]T and vL(t) = [vTM+1(t), vTM+2(t),
. . . , vTM+N (t)]T . Then, the distributed observer (6.4) can be rewritten in the
following compact form:

˙̂
ζF (t) = (IM ⊗ S) ζ̂F (t)− µ

(
L1σ(t) ⊗ P−1FTF

)
ζ̂F (t)

− µ
(
L2σ(t) ⊗ P−1FTF

)
vL(t). (6.7)

Let ζ̃F (t) = ζ̂F (t)− (−L−1
1σ(t)L2σ(t) ⊗ Iq)vL(t). It follows from (6.7) that

˙̃
ζF (t) =

(
IM ⊗ S − µ

(
L1σ(t) ⊗ P−1FTF

))
ζ̃F (t) . (6.8)

In order to check the stability of the switched linear system (6.8), consider
the following piecewise Lyapunov functional candidate:

V (t) = ζ̃TF (t)
(
Gσ(t) ⊗ P

)
ζ̃F (t) . (6.9)

The graph Gσ(t) keeps fixed in each interval [tκ, tκ+1) (κ = 1, 2, 3 . . .). For any
t ∈ [tκ, tκ+1), the time derivative of V (t) along (6.8) can be obtained as

V̇ (t)= ζ̃TF (t)
(
Gσ(t)⊗(PS+STP )

)
ζ̃F (t)−µζ̃TF (t)

(
Ξσ(t)⊗FTF

)
ζ̃F (t), (6.10)

where Ξσ(t) = Gσ(t)L1σ(t) + LT1σ(t)Gσ(t) > 0.

Let µ be sufficiently large such that µ > max

{
λmax(Gσ(t))
λmin(Ξσ(t))

}
(σ (t) ∈

{1, 2, . . . , z}). It holds from (6.10) that

V̇ (t) 6 ζ̃TF (t)
(
Gσ(t) ⊗

(
PS + STP − FTF

))
ζ̃F (t) . (6.11)
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Substituting the LMI (6.5) into (6.11) yields

V̇ (t) 6 −αζ̃TF (t)
(
Gσ(t) ⊗ P

)
ζ̃F (t) = −αV (t) . (6.12)

From (6.12), one gets

V
(
t−κ+1

)
6 e−α(tκ+1−tκ)V (tκ) . (6.13)

Note that

λmin(Gσ(t))ζ̃
T
F (t)(IM ⊗ P )ζ̃F (t) 6 V (t) 6 λmax(Gσ(t))ζ̃

T
F (t)(IM ⊗ P )ζ̃F (t).

It follows from Lemma 6.2 that ζ̃F (t) is continuous. Since the system (6.8)
switches at the time instant tκ+1, one can obtain

V (tκ+1) 6 ϕV
(
t−κ+1

)
, (6.14)

where ϕ = max
{
λmax(Gi)
λmin(Gj)

}
(i, j ∈ {1, 2, . . . , z}). It follows from (6.13) and

(6.14) that

V (tκ+1) 6 ϕe−α(tκ+1−tκ)V (tκ) . (6.15)

For any t ∈ [tκ+1, tκ+2), with recursion approach, one can obtain from (6.15)
that

V (t) 6 e−α(t−tκ+1)V (tκ+1)

6 ϕe−α(t−tκ)V (tκ)

6 ϕκe−α(t−t1)V (t1) . (6.16)

From Definition 6.2, one gets κ 6 N0 + t−t1
τa

. Then it follows from (6.16) that

V (t) 6 ϕ(t−t1)/τae−α(t−t1)ϕN0V (t1)

= e−(α− lnϕ
τa

)(t−t1)ϕN0V (t1) . (6.17)

Since the average dwell time τa > lnϕ
α , one can obtain from (6.17) that

limt→∞ ζ̃F (t) = 0, i.e., limt→∞(ζ̂F (t)− (−L−1
1σ(t)L2σ(t) ⊗ Iq)vL(t)) = 0. It

holds from Lemma 6.2 that ζ̂i(t) (i ∈ F) in the distributed observer (6.4)
converges to the same convex combination of the leaders’ states. This com-
pletes the proof of Theorem 6.1.

Remark 6.5. From Theorem 6.1, we see that all followers can obtain the same
convex combination of the multiple leaders under the influences of switching
directed topologies. The dwell time for each time interval is required to be larger
than some positive threshold in [33], while only the lower bound of the average
dwell time is needed in the current section. By using the average dwell time,
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Theorem 6.1 can be applied to deal with more general switching directed graphs
than the cases in [33]. The jointly connected graphs were studied in [86] and
[156] under the assumption that S has no eigenvalues with positive real parts,
where the leader’s state information is used and there exists only one leader.
However, in this section, only the output information of the multiple leaders
is available and S may have eigenvalues with positive real parts. Therefore,
the approaches in [86] and [156] are not directly applicable to the formation
tracking problems discussed in this section.

Based on the distributed observer (6.4), for follower i (i ∈ F), consider the
following output formation tracking protocol:

ui (t) = K1ix̂i (t) +K2i

(
ζ̂i (t) + hi (t)

)
+ ri (t) ,

˙̂xi (t) = Aix̂i (t) +Biui (t) + Loi (Cix̂i (t)− yi (t)) ,
(6.18)

where x̂i (t) ∈ Rni is the estimate of xi (t), ri (t) ∈ Rmi denotes the time-
varying formation tracking compensation input, and K1i, K2i and Loi are
constant gain matrices to be determined later.

Since Bi is required to be of full column rank, there is a non-singular matrix
Γi = [B̂Ti , B̃

T
i ]T such that B̂iBi = Imi and B̃iBi = 0, where B̂i ∈ Rmi×ni and

B̃i ∈ R(ni−mi)×ni (i ∈ F). In the following, an algorithm to determine the
control parameters in (6.18) is given.

Algorithm 6.1. For follower i (i ∈ F), the time-varying output formation
tracking protocol (6.18) can be designed with the following five steps.
Step 1: Solve the regulator equation (6.2) for the pair (Xi, Ui).
Step 2: For a given time-varying formation vector hF (t), check the following
formation tracking feasible condition:

lim
t→∞

(
B̃iXi

(
Shi (t)− ḣi (t)

))
= 0. (6.19)

If (6.19) is satisfied, then continue, otherwise hF (t) is not feasible under the
formation tracking protocol (6.18) and the algorithm stops.
Step 3: The compensation input ri(t) is described by

ri (t) = −B̂iXi

(
Shi (t)− ḣi (t)

)
. (6.20)

Step 4: Based on Theorem 6.1, construct the distributed observer (6.4) for
the swarm system (6.1) with switching topologies to get the estimate of the

convex combination of the leaders’ states (i.e., ζ̂i (t)).
Step 5: Choose K1i such that Ai +BiK1i is Hurwitz, and K2i is designed as
K2i = Ui −K1iXi. Loi is selected such that Ai + LoiCi is Hurwitz.

Remark 6.6. Similar to Chapter 5, considering the influences of hetero-
geneous dynamics of followers and leaders, the formation tracking feasible
condition is presented as (6.19), and the compensation input ri (t) (i ∈ F)
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calculated by (6.20) is used to extend the feasible time-varying formation set.
If all the agents have identical dynamics with state dimension n, it can be ver-
ified that Xi = In. Then the feasible condition (6.19) can be simplified to the
constraints in [9]. In [118,119], the desired time-varying formation is required
to have the same dynamics as the virtual leader (i.e., ḣi(t) = Shi(t)), which
can be viewed as a special case of the condition (6.19).

The following theorem shows that the output formation tracking can be
accomplished by swarm system (6.1).

Theorem 6.2. Suppose that Assumptions 6.1 and 6.2 hold. If the expected
time-varying formation hF (t) satisfies the feasible condition (6.19) and the
average dwell time of the switching topologies satisfies (6.6), then swarm sys-
tem (6.1) with multiple leaders and switching topologies can accomplish the
time-varying output formation tracking under the designed control protocol
(6.18).

Proof. Let x̃i(t) = x̂i(t)− xi(t) (i ∈ F). Then, it follows from (6.18) that

˙̃xi (t) = (Ai + LoiCi) x̃i (t) . (6.21)

Since Loi is chosen such that Ai + LoiCi is Hurwitz, one can obtain
limt→∞x̃i (t) = 0. Substituting (6.18) into (6.1A) leads to

ẋi(t) = (Ai +BiK1i)xi(t) +BiK1ix̃i(t) +Bi (Ui −K1iXi)
(
ζ̂i(t) + hi(t)

)
+Biri(t). (6.22)

Let ζ (t) = 1∑M+N
k=M+1 bk

∑M+N
j=M+1 bjvj (t), ζ̃i (t) = ζ̂i (t) − ζ (t) and ϑi (t) =

xi (t)−Xi (ζ (t) + hi (t)) (i = 1, 2, . . . ,M). It holds from (6.22) that

ϑ̇i (t) = (Ai +BiK1i)ϑi (t) +BiK1ix̃i (t) +BiK2iζ̃i (t)

+ (AiXi +BiUi) ζ (t)−Xiζ̇ (t)

+ (AiXi +BiUi)hi (t) +Biri (t)−Xiḣi (t) . (6.23)

Note that ζ̇ (t) = Sζ (t). It follows from (6.2) and (6.23) that

ϑ̇i (t) = (Ai +BiK1i)ϑi (t) +BiK1ix̃i (t) +BiK2iζ̃i (t)

+Xi

(
Shi (t)− ḣi (t)

)
+Biri (t) . (6.24)

Since the formation tracking feasible condition (6.19) is satisfied, one can
obtain

lim
t→∞

(
B̃iXi

(
Shi (t)− ḣi (t)

)
+ B̃iBiri (t)

)
= 0. (6.25)
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It follows from (6.20) that

B̂iXi

(
Shi (t)− ḣi (t)

)
+ B̂iBiri (t) = 0. (6.26)

Note that the matrix Γi = [B̂Ti , B̃
T
i ]T is nonsingular. Then it holds from (6.25)

and (6.26) that

lim
t→∞

(
Xi

(
Shi (t)− ḣi (t)

)
+Biri (t)

)
= 0. (6.27)

If the average dwell time of the switching topologies satisfies (6.6), one gets
from Theorem 6.1 that limt→∞ ζ̃i (t) = 0. Since K1i is selected to make
Ai + BiK1i Hurwitz in Algorithm 6.1, it follows from (6.24) and (6.27) that
limt→∞ ϑi (t) = 0, i.e.,

lim
t→∞

(xi (t)−Xi (ζ (t) + hi (t))) = 0. (6.28)

Let ei (t) represent the output formation tracking error for follower i (i ∈
F) and ei(t) = yi(t) − hyi(t) −

∑M+N
j=M+1 βjyj(t). One can obtain from (6.28)

that

lim
t→∞

(Cixi (t)− CiXi (ζ (t) + hi (t))) = 0. (6.29)

Substituting the regulator equation (6.2) into (6.29) gives

lim
t→∞

(yi (t)− hyi (t)− Fζ (t)) = 0. (6.30)

According to the definition of ζ(t), it follows from (6.30) that

lim
t→∞

yi (t)− hyi (t)− 1∑M+N
k=M+1 bk

M+N∑
j=M+1

bjyj (t)

 = 0. (6.31)

Let βj = bj/(
∑M+N
k=M+1 bk), j = M + 1,M + 2, . . . ,M + N . Then it can be

verified that limt→∞ ei (t) = 0 (i ∈ F), which means that the expected time-
varying output formation tracking is accomplished by swarm system (6.1) with
multiple leaders. This completes the proof of Theorem 6.2.

Remark 6.7. From (6.31), it can be obtained that all followers regard the
same convex combination of multiple leaders’ outputs as the formation refer-
ence and maintain time-varying offsets hyi(t) relative to it. In the case where
N = 1, Theorem 6.2 can be applied directly to deal with the time-varying for-
mation tracking problems for heterogeneous swarm systems with one leader. By
choosing the formation vector hF (t) properly, certain time-invariant formation
tracking problems, target enclosing problems and cooperative output regulation
problems for a group of heterogeneous agents can be solved by the proposed
approach. Moreover, if all agents have the same dynamics with A ∈ Rn×n,
B ∈ Rn×m and C = In and the interaction topologies are fixed, Theorem 2
in [9] can be regarded as a special case of Theorem 6.2 in this section.
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6.2.3 Numerical Simulations

In order to verify the effectiveness of the theoretical results, two simulation
examples are provided in this section.

Example 6.1. Consider a swarm system consisting of six heterogeneous fol-
lowers and three leaders, where the follower set F = {1, 2, . . . , 6} and the
leader set E = {7, 8, 9}. These agents move in the XY plane. As shown in Fig.
6.2, it is assumed that there exist two possible directed topologies G1 and G2

with 0-1 weights.

(a) G1 (b) G2

FIGURE 6.2: Switching directed graphs.

FIGURE 6.3: Switching signal.

These three leaders are assumed to have the dynamics (6.1B) with S =

I2⊗
[

0 1
0 0

]
, F = I2⊗ [ 1 0 ] and vj(t) = [χXj(t), υXj(t), χY j(t), υY j(t)]

T
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(j = 7, 8, 9), where χXj (t), υXj (t), χY j (t) and υY j (t) represent the position
and velocity along the X-axis and Y -axis, respectively. Consider the following
heterogeneous dynamics of the followers:

A1 = A2 = I2 ⊗
[

0 1
0 0

]
, B1 = B2 = I2 ⊗

[
0
1

]
, C1 = C2 = I2 ⊗ [ 1 0 ],

A3 = 02×2, B3 = I2, C3 = I2, A4 = A5 = I2 ⊗

 0 1 0
0 0 1
−1 −2 −1

, B4 =

B5 = I2 ⊗

 0 0
0 1
1 0

, A6 = I2 ⊗

 0 1 0
0 0 1
2 −2 1

, B6 = I2 ⊗

 0 0
1 0
0 1

, and

C4 = C5 = C6 = I2 ⊗ [ 1 0 0 ].
According to the characteristics of F and Ci (i = 1, 2, . . . , 6), one can obtain
that the output of each agent is its position in the XY plane. Since output
formation tracking problems are considered in this section, only the figures of
position are provided in the following. Note that follower 3 is assumed to have
first-order dynamics, which means that it is impossible to plot the velocity for
the heterogeneous swarm systems.

The six heterogeneous followers are required to accomplish a rotating cir-
cular formation tracking, where the expected time-varying formation vector
is specified by

hi (t) =


4 cos (t+ (i− 1)π/3)
−4 sin (t+ (i− 1)π/3)
4 sin (t+ (i− 1)π/3)
4 cos (t+ (i− 1)π/3)

 , i = 1, 2, . . . , 6.

When the desired formation tracking is accomplished, the positions of the six
followers will form a regular hexagon and rotate around the convex com-
bination of the three leaders’ positions with r = 4 m and ω = 1 rad/s.
Since the possible graphs have 0-1 weights, it can be verified from Lemma
6.2 that the convex combination of the leaders’ states is calculated by ζ(t) =
(v7(t) + v8(t) + v9(t))/3 . Follow the steps in Algorithm 6.1 to determine the
formation tracking protocol (6.18) and the distributed observer (6.4). For each

follower, solving the regulator equation (6.2) gives X1 = X2 = I2⊗
[

1 0
0 1

]
,

U1 = U2 = I2 ⊗ [ 0 0 ], X3 = I2 ⊗ [ 1 0 ], U3 = I2 ⊗ [ 0 1 ],

X4 = X5 = I2 ⊗

 1 0
0 1
0 0

, U4 = U5 = I2 ⊗
[

1 2
0 0

]
, X6 = I2 ⊗

 1 0
0 1
0 0

,

and U6 = I2 ⊗
[

0 0
−2 2

]
. Let B̂1 = I2 ⊗ [ 0 1 ] and B̃1 = I2 ⊗ [ 1 0 ]

such that B̂1B1 = I2 and B̃1B1 = 02×2. It can be verified that follower 1
satisfies the formation tracking feasible condition (6.19). Then one can ob-
tain from (6.20) that r1(t) = [−4 cos(t),−4 sin(t)]T . Similarly, the condition
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(6.19) is satisfied for all the other followers and the compensation inputs ri(t)
(i = 2, 3, . . . , 6) are described by r2(t) = [−4 cos(t+ π/3),−4 sin(t+ π/3)]T ,
r3(t) = 02×1, r4(t) = [0,−4 cos(t+ π), 0,−4 sin(t+ π)]T , r5(t) =
[0,−4 cos(t+ 4π/3), 0,−4 sin(t+ 4π/3)]T , and r6(t) = [−4 cos(t+ 5π/3), 0,
−4 sin(t+ 5π/3), 0]T .

FIGURE 6.4: Position trajectories within t = 40s and snapshots at different
time instants of the swarm system.

Let α = 1. Solving the LMI (6.5) gives P = I2 ⊗
[

0.5927 −0.4947
−0.4947 0.6974

]
.

From Theorem 6.1, one can obtain that μ � 3.03 and τa > 2.16. Therefore, μ in
the distributed observer (6.4) is chosen as μ = 5. The switching period between
G1 and G2 is set to be 5 s, and the switching signal is shown in Fig. 6.3. In order
to make Ai + BiK1i and Ai + LoiCi (i = 1, 2, . . . , 6) Hurwitz, the matrices
K1i and Loi are selected as K11 = K12 = I2 ⊗ [ −2 −2 ], Lo1 = Lo2 =

I2⊗[−9,−20]
T
,K13 = −I2, Lo3 = −5I2,K14 = K15 = I2⊗

[
1 2 −1
−2 −2 −1

]
,

Lo4 = Lo5 = I2⊗ [−14,−58,−33]
T
, K16 = I2⊗

[
−2 −2 −1
−2 2 −3

]
, and Lo6 =

I2 ⊗ [−16,−88,−178]
T
. The initial states of the nine agents in the XY plane
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are generated by x1,2(0) = [8�,�, 8�,�]T , x3(0) = [8�, 8�]T , x4,5,6(0) =
[8�,�,�, 8�,�,�]T , and v7,8,9(0) = [3�, 0.8 + 0.05�, 3�, 0.4 + 0.05�]T .

The initial values of ζ̂i(t) and x̂i(t) (i = 1, 2, . . . , 6) are set to be � with
appropriate sizes, where � denotes a random number between −0.5 and 0.5.

FIGURE 6.5: Curves of the output formation tracking errors for each fol-
lower.

Fig. 6.4 shows the position trajectories within t = 40s and the position
snapshots at different time instants (t = 0, 14, 25, 40s) of the swarm system,
where the six followers are represented by square, upward-pointing triangle,
cross, diamond, asterisk, and downward-pointing triangle respectively, the
three leaders are denoted by circles, and the convex combination of the lead-
ers is marked by five-pointed star. The trajectories of the six followers and
the convex combination are denoted by the dotted lines and solid line, respec-
tively. Fig. 6.5 gives the Euclidean norm of the output formation tracking error
‖ei(t)‖ (i = 1, 2, . . . , 6) for each follower. The estimate errors of the distributed
observer (6.4) and the state observer in (6.18) are depicted in Figs. 6.6 and
6.7 respectively, where one sees that the distributed observer (6.4) of each
follower can converge to the same convex combination of the leaders’ states,
and all the followers can estimate their own states using the state observer in
(6.18). From Figs. 6.4 and 6.5, one can obtain that the positions of the six fol-
lowers form a regular hexagon formation, and the convex combination of the
three leaders’ positions locates in the centre of the formation. Moreover, the
achieved formation keeps rotating around the leaders. Therefore, the expected
time-varying output formation tracking is accomplished by the heterogeneous
swarm system with multiple leaders and switching directed topologies.
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FIGURE 6.6: Estimate errors of the distributed observer (6.4) for each fol-
lower.

FIGURE 6.7: Estimate error of the state observer in (6.18).

Example 6.2. Consider a heterogeneous multi-robot system composed of a
group of UGVs and UAVs. These robots are required to perform an air-ground
cooperative surveillance task in a predefined formation pattern. Assume that
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there are eight followers F = {1, 2, . . . , 8} and two leaders E = {9,10}, where
all the possible graphs are shown in Fig. 6.8.

(a) Ḡ1 (b) Ḡ2

FIGURE 6.8: Switching directed graphs.

FIGURE 6.9: Switching signal.

The two leaders are selected as quadrotor UAVs, and the eight followers
are set as four AmigoBot UGVs (FG = {1, 2, 3, 4}) and four quadrotor UAVs
(FA = {5, 6, 7, 8}). It is assumed that all the quadrotor UAVs fly at a pre-
defined constant height, and there is no formation controller along Z-axis for
each UAV. Thus, the formation tracking problems for the heterogeneous multi-
robot system can be considered in the XY plane. Based on the outer/inner
loop framework in [8], the dynamics of a quadrotor UAV in outer loop can be
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described by {
χ̇i(t) = νi(t),

ν̇i(t) = αxiχi(t) + αviνi(t) + ui(t),

where χi(t) ∈ R2, νi(t) ∈ R2, and ui(t) ∈ R2 (i = 5, 6, . . . , 10) denote the
position, velocity, and control input respectively, and αxi and αvi are two
damping constants. Using the feedback linearization technique in [45], the
kinematic equation of the j-th AmigoBot UGV (j ∈ FG) is described by

χ̇j(t) = uj(t),

where χj(t) ∈ R2 and uj(t) ∈ R2 are the position and control input, re-
spectively. Choose αx9 = αx10 = −1, αv9 = αv10 = 0, and u9 = u10 = 0.

Then, the leader UAVs are modeled as (6.1B) with S = I2 ⊗
[

0 1
−1 0

]
and F = I2 ⊗ [ 1 0 ]. Let αxk = αvk = 0 (k ∈ FA), and one has that

Ak = I2 ⊗
[

0 1
0 0

]
, Bk = I2 ⊗

[
0
1

]
, and Ck = I2 ⊗ [ 1 0 ] (k ∈ FA). In

the formation control level, the UGVs are modeled as Aj = 02×2, Bj = I2,
and Cj = I2 (j ∈ FG).

All the UAVs fly at a predefined height hZ = 5m. The follower UAVs need
to achieve a rotating circular formation tracking, which is specified by

hk (t) =


3 cos (t+ (k − 5)π/2)
−3 sin (t+ (k − 5)π/2)
3 sin (t+ (k − 5)π/2)
3 cos (t+ (k − 5)π/2)

 , k = 5, 6, 7, 8.

The UGVs are required to realize the same formation shape on the ground,
i.e., the position of j-th follower UGV (j = 1, 2, 3, 4) in the XY plane is
equal to the position of the k-th follower UAV (k = j + 4). Note that all the
possible graphs have 0-1 weights. From Lemma 6.2, one has that the convex
combination of the leaders’ states is calculated by ζ(t) = (v9(t) + v10(t))/2.
Follow the steps in Algorithm 6.1 to determine the formation tracking protocol
(6.18). Choose Xj = I2⊗ [ 1 0 ], Uj = I2⊗ [ 0 1 ] (j = 1, 2, 3, 4), Xk = I4,
Uk = I2⊗ [ −1 0 ] (k = 5, 6, 7, 8) such that the regulator equations (2) hold.
It can be verified that all the followers satisfy the feasible condition (6.19) and
the compensation inputs ri(t) = [0, 0]T (i = 1, 2, . . . , 8). Let α = 1. Solving

the LMI (5) gives P = I2 ⊗
[

0.3333 −0.1667
−0.1667 0.1667

]
. From Theorem 6.1, one

can obtain that µ > 5.05 and τa > 2.56. Therefore, µ in the distributed
observer (4) is chosen as µ = 6, and the switching signal among Ḡ1 and
Ḡ2 is given in Fig. 6.9. The gain matrices K1i and Loi (i = 1, 2, . . . , 8) are
selected as K1j = −I2, Loj = −5I2 (j = 1, 2, 3, 4), K1k = I2 ⊗ [ −2 −2 ],
Lok = I2⊗ [ −9 −20 ]T (k = 5, 6, 7, 8). The initial states of the leader UAVs
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FIGURE 6.10: Position trajectories within t = 30s and snapshots at t =
0, 29, 30s of the multi-robot system.

are set as v9 = [10,−1, 1, 10]T and v10 = [10, 1,−1, 10]T , and the initial states
of the followers are generated by random numbers. Choose the initial values
ζ̂(0) = 0 and x̂(0) = 0.

The position trajectories within t = 30s and the position snapshots at
different time instants (t = 0, 29, 30s) of the multi-root system are shown in
Fig. 6.10, where the four follower UGVs are represented by squares, the four
follower UAVs are depicted by crosses, the two leader UAVs are denoted by
circles, and the convex combination of the leaders is marked by five-pointed
star. The trajectories of the followers and the convex combination are denoted
by the dotted lines and solid line, respectively. Fig. 6.11 shows the Euclidean
norm of the output formation tracking error ‖ei(t)‖ (i = 1, 2, . . . , 8) for each
follower. From Figs. 6.10 and 6.11, one can obtain that the positions of the
followers form a circular formation, and the achieved formation keeps rotating
around the two leader UAVs. Therefore, the expected time-varying output
formation tracking is realized by the heterogeneous multi-robot system.
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FIGURE 6.11: Curves of the output formation tracking errors.

6.3 Time-varying Formation Tracking Without
Well-Informed Follower

In the last section, the proposed formation approach relies on the well-
informed follower in Assumption 6.2, and all the leaders are required to have
the same dynamics model (6.1B) with the known matrices S and F . This
section will further investigate the time-varying formation tracking problems
for heterogeneous swarm systems with multiple leaders without assuming that
each follower is well-informed or uninformed. Besides the followers are hetero-
geneous, the multiple leaders can also have non-identical dynamics. Both the
output and the dynamical matrices of each leader are only available to the
followers which contain this leader as neighbour. Firstly, based on the local es-
timation and the interaction with neighbouring followers, a novel distributed
observer is designed for each follower to estimate the dynamical matrices and
the states of multiple leaders without requiring the well-informed follower as-
sumption. Using the finite-time stability theory and the adaptive updating
gains, the proposed observer can be designed in a totally distributed form by
each follower with no need for the eigenvalue information of both the leaders’
system matrices and the Laplacian matrix, even if the leaders’ system matrices
have eigenvalues with positive real parts. Then, an adaptive algorithm is pro-
posed to solve the regulator equations in finite time based on the estimation
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of the leaders’ matrices. By enhancement of the exponential convergence in
the existing works to the finite-time convergence, the control gain of the pro-
posed algorithm can be chosen independent of the eigenvalue information of
the leaders’ system matrices. Furthermore, the desired time-varying output
formation of each follower is generated by local active exosystem, where an ex-
ternal input is applied to generate more time-varying formation types. Finally,
a time-varying formation tracking protocol is presented using the estimated
states of multiple leaders, the online solutions of the regulator equations, and
the desired formation vector generated by the local exosystem. It is proved
that the outputs of the followers can not only realize the expected formation
shape but also track the predefined convex combination of multiple leaders.

6.3.1 Problem Formulation

Consider a heterogeneous swarm system with M leaders and N followers,
where the leader set is represented by TL = {1, 2, . . . ,M} and the follower set
is denoted by TF = {M + 1,M + 2, . . . ,M +N}.

The non-identical dynamics of leaders are described by{
żj(t) = Sjzj(t),

qj(t) = Fjzj(t),
(6.32)

where zj(t) ∈ Rnj and qj(t) ∈ Rp (j ∈ TL) are the state and the output,
respectively. The pair (Fj , Sj) is detectable. As pointed out in [87, 157], it is
restrictive to require that each follower needs to know the matrices Sj and Fj .
Therefore, both the output qj(t) and the matrices Sj and Fj are assumed to
be available to only the followers which contain the leader j as neighbour in
this section.

The dynamics of follower i (i ∈ TF ) is described by{
ẋi(t) = Aixi(t) +Biui(t),

yi(t) = Cixi(t),
(6.33)

where xi(t) ∈ Rni , ui(t) ∈ Rmi , and yi(t) ∈ Rp are the state, the control input,
and the output respectively, and Ai ∈ Rni×ni , Bi ∈ Rni×mi , and Ci ∈ Rp×ni
are constant matrices with rank(Bi) = mi. The pair (Ai, Bi) is stabilizable,
and the pair (Ci, Ai) is detectable.

As shown in (6.32) and (6.33), both the leaders and the followers can
be heterogeneous. Only homogeneous swarm systems were considered in [9]
and [54]. In [108,110–112], although the followers were different, all the leaders
were assumed to share identical dynamics.

The existing works on formation tracking with multiple leaders in [9, 54,
108] all required that each follower is well-informed or uninformed, where a
well-informed follower can communicate with all the leaders and an unin-
formed follower has no leaders as its neighbour. However, this assumption is
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too restrictive since it forces some followers to receive from all the leaders
directly. In practice, it is more possible and realistic to require that a follower
only contains a subset of leaders as its neighbour. Thus, the well-informed
follower requirement is removed in this section, and the following assumption
on interaction topology is introduced.

Assumption 6.3. There exist no isolated leaders, i.e., TL ⊂ ∪M+N
i=M+1Ni.

Moreover, the topology GF among the followers is undirected and connected.

Remark 6.8. Without well-informed follower assumption, the containment-
based control strategy in [9, 54, 108] cannot reach an agreement on the same
formation reference, and then the followers would not achieve the desired for-
mation tracking. Moreover, as is known to all, in the distributed tracking of
swarm systems with one leader, a basic requirement for the topology is that at
least one follower can receive from the leader directly. However, considering
the multiple leaders case without the well-informed follower assumption, all the
followers cannot acquire the complete information of multiple leaders directly,
which makes the design and analysis more complicated. Each follower has to
combine the local estimation and the interaction with neighbouring followers
together to gather sufficient information for the multiple leaders.

A time-varying vector hy(t) = [hTy,M+1(t), hTy,M+2(t), . . . , hTy,M+N (t)]T is
applied to specify the expected formation shape for the followers.

Definition 6.4. Consider a heterogeneous swarm system composed of (6.32)
and (6.33). For any bounded initial states, if there are constants 0 6 ρj 6 1

(j = 1, 2, . . . ,M) with
∑M
j=1 ρj = 1 such that

lim
t→∞

yi(t)− hy,i(t)− M∑
j=1

ρjqj(t)

 = 0, i ∈ TF , (6.34)

then the heterogeneous swarm system realizes the expected time-varying output
formation tracking with multiple non-identical leaders.

Remark 6.9. The physical meaning of Definition 6.4 is explained as follows.
In (6.34),

∑M
j=1 ρjqj(t) represents the convex combination of the multiple lead-

ers’ outputs. If the expected formation tracking is realized, all the followers will
take

∑M
j=1 ρjqj(t) as the common formation reference and maintain the time-

varying offsets hy,i(t) (i ∈ TF ) relative to it. By choosing different values of
ρj (j = 1, 2, . . . ,M), any point in the convex hull formed by multiple leaders
can be designed as the predefined formation reference.

This section mainly pours attention to how to design a fully distributed
output formation tracking protocol for heterogeneous swarm systems with
multiple non-identical leaders without requiring the well-informed follower
assumption.
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6.3.2 Distributed Observer Design with Multiple Leaders

In this subsection, a novel distributed observer is designed for each fol-
lower to estimate the dynamical matrices and the states of multiple leaders
without requiring the well-informed follower assumption. Using the finite-time
stability theory and the adaptive updating gains, the proposed observer can be
designed in a distributed form by each follower with no need for the eigenvalue
information of both the leaders’ system matrices and the Laplacian matrix.

Let S̄ = diag{S1, S2, . . . , SM}, F̄ = diag{F1, F2, . . . , FM}, z̄(t) =
[zT1 (t), zT2 (t), . . . , zTM (t)]T , and q̄(t) = [qT1 (t), qT2 (t), . . . , qTM (t)]T . Then, system
(6.32) can be rewritten in the following compact form:{

˙̄z(t) = S̄z̄(t),

q̄(t) = F̄ z̄(t),
(6.35)

where z̄(t) ∈ Rn̄×1 (n̄ = n1 + n2 + · · ·+ nM ) and q̄(t) ∈ RMp×1.
Note that there may not exist well-informed followers under Assumption

6.3. Then, all the followers cannot estimate the state z̄(t) only by using their
own measurements, and no followers can acquire the complete information of
the matrices S̄ and F̄ . Based on the local estimation and the communication
with neighbouring observers, a novel distributed observer is designed for each
follower to estimate the matrices S̄, F̄ and the state z̄(t) without requiring
the well-informed follower assumption in the following.

Let sj = vec(Sj) and fj = vec(Fj), j = 1, 2, . . . ,M . Then, define
s̄ = [sT1 , s

T
2 , . . . , s

T
M ]T ∈ Rns×1 (ns = n2

1 + n2
2 + · · · + n2

M ) and f̄ =
[fT1 , f

T
2 , . . . , f

T
M ]T ∈ Rnf×1 (nf = p(n1 + n2 + · · ·+ nM )). For follower i

(i ∈ TF ), let ŝi = [ŝTi,1, ŝ
T
i,2, . . . , ŝ

T
i,M ]T and f̂i = [f̂Ti,1, f̂

T
i,2, . . . , f̂

T
i,M ]T denote

the estimations of s̄ and f̄ , respectively. Let Ŝi = diag{Ŝi,1, Ŝi,2, . . . , Ŝi,M}
and F̂i = diag{F̂i,1, F̂i,2, . . . , F̂i,M}, where Ŝi,j = mtx

nj
nj (ŝi,j) and F̂i,j =

mtxpnj (f̂i,j), j = 1, 2, . . . ,M . Then, Ŝi and F̂i denote the estimated matri-

ces of S̄ and F̄ for follower i (i ∈ TF ), respectively. Since the matrices S̄ and
F̄ can be estimated by the same approach, for simplification, only distributed
observer for S̄ is provided in detail in the following. By replacing ŝi with f̂i,
all the results can be applied to estimate the matrix F̄ directly.

For follower i (i ∈ TF ), let ξ̂i = [ξ̂Ti,1, ξ̂
T
i,2, . . . , ξ̂

T
i,M ]T ∈ Rn̄×1, where ξ̂i,j ∈

Rnj×1 denotes the i-th follower’s estimation of zj (j = 1, 2, . . . ,M). Construct
the following distributed observer:

˙̂si = −ηsigγ




wi1 (ŝi,1 − s1)
wi2 (ŝi,2 − s2)

...
wiM (ŝi,M − sM )

+

M+N∑
k=M+1

wik (ŝi − ŝk)

 , (6.36)
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˙̂
ξi = Ŝiξ̂i −


α̂i1wi1K1(F1ξ̂i,1−q1)

α̂i2wi2K2(F2ξ̂i,2−q2)
...

α̂iMwiMKM (FM ξ̂i,M−qM )

−
M+N∑
k=M+1

β̂ikwik(ξ̂i − ξ̂k), (6.37)

where η > 0 and 0 < γ < 1 are two positive constants. The gain matrix

Kj (j = 1, 2, . . . ,M) is determined by Kj =

{
QjF

T
j , wij > 0

0, wij = 0
, where Qj

(j ∈ TL∩Ni) is a positive definite matrix calculated by the following algebraic
Riccati equation (ARE):

SjQj +QjS
T
j −QjFTj FjQj + Inj = 0. (6.38)

The adaptive gains α̂ij and β̂ik are generated by the following updating laws:

˙̂αij = wij

∥∥∥Fj ξ̂i,j − qj∥∥∥2

, j = 1, 2, . . . ,M, (6.39)

˙̂
βik = wik

∥∥∥ξ̂i − ξ̂k∥∥∥2

, k = M + 1,M + 2, . . . ,M +N, (6.40)

where the initial values α̂ij(0) > 0, β̂ik(0) > 0, and β̂ik(0) = β̂ki(0).
To interpret the information interaction among the followers more clearly,

considering the following illustrative example.

Illustrative example 6.1. Consider a heterogeneous swarm system with
two leaders and three followers, where TL = {1, 2} and TF = {3, 4, 5}. The
information sent and received by each follower is given in Fig. 6.12. Taking
follower 3 (F3) as an example, it is required to send the estimated information

ŝ3 = [ŝT3,1, ŝ
T
3,2]T , f̂3 = [f̂T3,1, f̂

T
3,2]T , and ξ̂3 = [ξ̂T3,1, ξ̂

T
3,2]T to its neighbour

follower 4 (F4), where ŝ3,j, f̂3,j, and ξ̂3,j (j = 1, 2) denote the F3’s estimations
for the dynamics sj, fj, and the state zj of leader j respectively. The received
information of F3 includes s1, f1, and q1 from leader 1 (L1) and the estimated

information ŝ4 = [ŝT4,1, ŝ
T
4,2]T , f̂4 = [f̂T4,1, f̂

T
4,2]T , and ξ̂4 = [ξ̂T4,1, ξ̂

T
4,2]T from F4.

As shown in Fig. 6.12, to estimate both the dynamics matrices and the states
of multiple leaders in a distributed form, more information interaction among
followers is required in this section than [9, 54, 108].

Remark 6.10. In (6.36) and (6.37), the weight wil > 0 if and only if l ∈ Ni,
otherwise wil = 0 (l = 1, 2, . . . ,M + N). Note that the matrices Sj and Fj
(j ∈ TL) are available to the followers which contain the leader j as neigh-
bour. Thus, for j ∈ TL∩Ni, the i-th follower can solve Qj from (6.38) directly.
Since (Fj , Sj) is detectable, it can be verified that the ARE (6.38) has a unique

solution Qj. Motivated by [158], two adaptive updating gains α̂ij and β̂ik are
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FIGURE 6.12: Information sent and received by each follower in Illustrative
example 6.1.

applied in (6.37) to avoid using the eigenvalue information of both the Lapla-
cian matrix and the leaders’ system matrices such that the observer (6.37)
can be performed by each follower in a fully distributed form. Moreover, if ŝi
(i ∈ TF ) and sj (j ∈ TL) in (6.36) are replaced by f̂i and fj respectively, then
the distributed observer (6.36) can be modified to estimate F̄ directly.

Let Wi =diagj=1,...,M{wijIn2
j
} and Ŵi =diagj=1,...,M{α̂ijwijKjFj} (i ∈

TF ). Then, it follows from (6.36) and (6.37) that

˙̂si = −ηsigγ

(
Wi (ŝi − s̄) +

M+N∑
k=M+1

wik (ŝi − ŝk)

)
, (6.41)

˙̂
ξi = Ŝiξ̂i − Ŵi

(
ξ̂i − z̄

)
−

M+N∑
k=M+1

β̂ikwik

(
ξ̂i − ξ̂k

)
. (6.42)

Let s̃i = ŝi − s̄, ξ̃i = ξ̂i − z̄, and S̃i = Ŝi − S̄ denote the estimation errors of
follower i (i ∈ TF ). From (6.41) and (6.42), one can obtain that

˙̃si = −ηsigγ

(
Wis̃i +

M+N∑
k=M+1

wik (s̃i − s̃k)

)
, (6.43)

˙̃
ξi = S̄ξ̃i − Ŵiξ̃i −

M+N∑
k=M+1

β̂ikwik

(
ξ̃i − ξ̃k

)
+ S̃i

(
ξ̃i + z̄

)
. (6.44)
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Let D̄ = W̄ + (LF ⊗ Ins), where W̄ = diag{WM+1,WM+2, . . . , WM+N} and
LF denotes the Laplacian matrix of the graph GF among the followers. The
following lemma shows that D̄ > 0.

Lemma 6.3. Under Assumption 6.3, D̄ = W̄ + (LF ⊗ Ins) is a positive
definite matrix.

Proof. Since the graph GF is connected, it follows from Lemma 2.1 that
LF > 0, and there exists an orthogonal matrix U = [1N/

√
N,H1] with

H1 ∈ RN×(N−1) such that UTLFU = Λ = diag {0, λ2, λ3, . . . , λN}.
For any non-zero vector y ∈ RN , it will be proved that yTLF y = 0 if

and only if y = c1N firstly. i) If y = c1N , one can obtain that yTLF y = 0
directly since LF1N = 0. ii) If yTLF y = 0, let ȳ = UT y. Then it holds that
yTLF y = ȳTΛȳ = 0. Note that Λ = diag {0, λ2, λ3, . . . , λN}. It can be verified
that ȳ should have the following form: ȳ = [c̄, 0, . . . , 0]T . Thus, one has that
y = Uȳ = [1N/

√
N,H1][c̄, 0, . . . , 0]T = c̄√

N
1N . Let c = c̄√

N
. So y should have

the form y = c1N . Thus, one gets that yTLF y = 0 if and only if y = c1N .
Let x = [xT1 , x

T
2 , . . . , x

T
N ]T denote a non-zero vector with xi ∈ Rns (i =

1, 2, . . . , N). Since W̄ and LF are positive semidefinite, one has that xT D̄x >
0. Consider the following two cases.

i) If x 6= 1N ⊗ x̄, x̄ ∈ Rns , it follows that xT D̄x > xT (LF ⊗ Ins)x > 0,
where the property that yTLF y = 0 if and only if y = c1N has been used.

ii) If x = 1N ⊗ x̄, one has that xT (LF ⊗ Ins)x = 0. Then it holds
that xT D̄x = xT W̄x = x̄T (1TN ⊗ Ins)W̄ (1N ⊗ Ins)x̄. Note that W̄ =
diag {WM+1,WM+2, . . . ,WM+N}. It follows that (1TN ⊗ Ins)W̄ (1N ⊗ Ins) =∑M+N
i=M+1Wi. Since there exist no isolated leaders under Assumption 6.3, for

leader j (j = 1, 2, . . . ,M), one can obtain that wM+1,j + wM+2,j + · · · +
wM+N,j > 0. Recall that Wi = diagj=1,2,...,M{wijIn2

j
} (i = M + 1,M +

2, . . . ,M + N). It can be verified that
∑M+N
i=M+1Wi > 0. So it holds that

xT D̄x > 0.
According to the above two cases, one can obtain that D̄ = W̄ +

(LF ⊗ Ins) > 0. This completes the proof of Lemma 6.3.

The following theorem shows the convergence of the distributed observer.

Theorem 6.3. Suppose that Assumption 6.3 holds. For follower i (i ∈ TF ),
considering the system composed of (6.32), (6.36) and (6.37), it can be verified
that (i) limt→Ts s̃i(t) = 0 and s̃i(t) = 0 (t > Ts), i.e., Ŝi(t) → S̄ in a finite

time Ts, and (ii) limt→∞(ξ̂i(t)− z̄(t)) = 0 and the adaptive gains α̂ij(t) (j =

1, 2, . . . ,M) and β̂ik(t) (k = M + 1,M + 2, . . . ,M + N) converge to some
positive constants.

Proof. The proof is divided into three steps. Firstly, it is proved that Ŝi(t)→ S̄

in a finite time Ts. Secondly, the boundedness of ξ̃i(t), α̂ij(t) and β̂ik(t) in t ∈
[0, Ts) is analyzed. Thirdly, when t > Ts, we will show that limt→∞ ξ̃i(t) = 0,

and α̂ij(t) and β̂ik(t) converge to some positive constants.
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Step 1: Finite-time convergence of s̃i(t).
Let s̃ = [s̃TM+1, s̃

T
M+2, . . . , s̃

T
M+N ]T . Then, it follows from (6.43) that

˙̃s = −ηsigβ
((
W̄ + (LF ⊗ Ins)

)
s̃
)

= −ηsigβ
(
D̄s̃
)
. (6.45)

According to Lemma 6.3, one has that D̄ is a positive definite matrix. Consider
the following Lyapunov functional candidate:

V1 = s̃T D̄s̃. (6.46)

The time derivative of V1 along (6.45) can be obtained as

V̇1 = −2ηs̃T D̄sigγ
(
D̄s̃
)
. (6.47)

Let ς̃ = D̄s̃. Based on Lemma 2.4, for a vector x = [x1, x2, . . . , xn]T ∈ Rn,

one gets that xT sigγ(x) =
∑n
i=1 |xi|

1+γ > (
∑n
i=1 |xi|

2
)(1+γ)/2 = (‖x‖2)

(1+γ)/2

.
Note that ς̃T ς̃ = s̃T D̄2s̃ > λmin(D̄)s̃T D̄s̃ = λmin(D̄)V1. Then, it follows from
(6.47) that

V̇1 = −2ης̃T sigγ (ς̃)

6 −2η
(
‖ς̃‖2

) 1+γ
2

6 −2η
[
λmin(D̄)

] 1+γ
2 V

1+γ
2

1 . (6.48)

From Lemma 2.27, one can obtain that s̃ → 0 in a finite time Ts, where Ts

can be estimated by Ts 6
2V

(1−γ)/2
1 (s̃(0))
c(1−γ) with c = 2η[λmin(D̄)]

1+γ
2 . Note that

Ŝi,j = mtx
nj
nj (ŝi,j) and Ŝi = diag{Ŝi,1, Ŝi,2, . . . , Ŝi,M}. Thus, it can be verified

that Ŝi → S̄ (i ∈ TF ) in a finite time Ts.

Step 2: Boundedness of ξ̃i(t), α̂ij(t) and β̂ik(t) in [0, Ts).
Consider the following Lyapunov functional candidate:

V2 =

M+N∑
i=M+1

ξ̃Ti Q̄
−1ξ̃i +

M+N∑
i=M+1

M∑
j=1

(α̂ij − α)
2

+
1

2
λmin(Q̄−1)

M+N∑
i=M+1

M+N∑
k=M+1

(β̂ik − β)
2
, (6.49)

where Q̄−1 = diag
{
Q−1

1 , Q−1
2 , . . . , Q−1

M

}
, and α and β are two positive con-

stants to be determined.
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Taking the time derivative of V2 along (6.44) gives

V̇2 =

M+N∑
i=M+1

ξ̃Ti
(
Q̄−1S̄ + S̄T Q̄−1

)
ξ̃i − 2

M+N∑
i=M+1

ξ̃Ti Q̄
−1Ŵiξ̃i

− 2

M+N∑
i=M+1

ξ̃Ti Q̄
−1

M+N∑
k=M+1

β̂ikwik(ξ̃i − ξ̃k) + 2

M+N∑
i=M+1

ξ̃Ti Q̄
−1S̃i(ξ̃i+z̄)

+ 2

M+N∑
i=M+1

M∑
j=1

(α̂ij − α)wij ξ̃
T
i,jF

T
j Fj ξ̃i,j

+ λmin(Q̄−1)

M+N∑
i=M+1

M+N∑
k=M+1

(
β̂ik − β

)
wik

∥∥∥ξ̃i − ξ̃k∥∥∥2

. (6.50)

Since −2
M+N∑
i=M+1

ξ̃Ti Q̄
−1Ŵiξ̃i = −2

M+N∑
i=M+1

M∑
j=1

α̂ijwij ξ̃
T
i,jF

T
j Fj ξ̃i,j , one has

− 2

M+N∑
i=M+1

ξ̃Ti Q̄
−1Ŵiξ̃i + 2

M+N∑
i=M+1

M∑
j=1

(α̂ij − α)wij ξ̃
T
i,jF

T
j Fj ξ̃i,j

= −2α

M+N∑
i=M+1

M∑
j=1

wij ξ̃
T
i,jF

T
j Fj ξ̃i,j . (6.51)

Note that wik = wki and β̂ki = β̂ik > 0. One can obtain

− 2

M+N∑
i=M+1

ξ̃Ti Q̄
−1

M+N∑
k=M+1

β̂ikwik

(
ξ̃i − ξ̃k

)

= −
M+N∑
i=M+1

M+N∑
k=M+1

β̂ikwik

(
ξ̃Ti − ξ̃Tk

)
Q̄−1

(
ξ̃i − ξ̃k

)

6 −λmin(Q̄−1)

M+N∑
i=M+1

M+N∑
k=M+1

β̂ikwik

(
ξ̃Ti − ξ̃Tk

)(
ξ̃i − ξ̃k

)
. (6.52)

Substituting (6.51) and (6.52) into (6.50) gives

V̇2 6
M+N∑
i=M+1

ξ̃Ti (Q̄−1S̄+S̄T Q̄−1)ξ̃i−2α

M+N∑
i=M+1

M∑
j=1

wij ξ̃
T
i,jF

T
j Fj ξ̃i,j

− 2βλmin(Q̄−1)

M+N∑
i=M+1

ξ̃Ti

M+N∑
k=M+1

wik

(
ξ̃i−ξ̃k

)
+2

M+N∑
i=M+1

ξ̃Ti Q̄
−1S̃i

(
ξ̃i+z̄

)
.

(6.53)
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Let S̃ = diag{S̃M+1, S̃M+2, . . . , S̃M+N} and
_

W = diag{
_

WM+1,
_

WM+2,

. . . ,
_

WM+N}, where
_

W i = diagj=1,2,...,M{wijFTj Fj} (i = M + 1,M +
2, . . . ,M +N). Then it holds from (6.53) that

V̇2 6 ξ̃
T
(
IN ⊗

(
Q̄−1S̄+S̄T Q̄−1

))
ξ̃−2αξ̃T

_

Wξ̃−2βλmin(Q̄−1)ξ̃T (LF ⊗ In̄) ξ̃

+ ξ̃T
((
IN ⊗ Q̄−1

)
S̃+S̃T

(
IN ⊗ Q̄−1

))
ξ̃+2ξ̃T

(
IN ⊗ Q̄−1

)
S̃ (1N ⊗ z̄) .

(6.54)

Note that 2ξ̃T (IN⊗Q̄−1)S̃(1N⊗z̄)6 ξ̃T ξ̃+‖(IN⊗Q̄−1)S̃(1N⊗z̄)‖2. Since S̃
and z̄ are bounded in [0, Ts), there exist positive constants µ and ε such that

V̇2 6 µξ̃
T ξ̃ + ε 6

µ

λmin(Q̄−1)
V2 + ε (6.55)

holds for t ∈ [0, Ts). Thus, V2 is bounded in [0, Ts). So are ξ̃i, α̂ij , and β̂ik.

Step 3: Convergence of ξ̃i(t).
When t > Ts, one has that S̃ = 0. Then it follows from (6.54) that

V̇2 6 ξ̃
T
(
IN ⊗ (Q̄−1S̄ + S̄T Q̄−1)

)
ξ̃−2αξ̃T

_

Wξ̃−2βλmin(Q̄−1)ξ̃T (LF ⊗ In̄) ξ̃.
(6.56)

Let
_

ξ = (IN ⊗ Q̄−1)ξ̃. It follows from (6.56) that

V̇2 6
_

ξ T
(
IN ⊗ (S̄Q̄+Q̄S̄T )−2αW̄Q−2βλmin(Q̄−1)(LF ⊗ Q̄2)

)_
ξ , (6.57)

where W̄Q = (IN ⊗ Q̄)
_

W (IN ⊗ Q̄) = diag{W̄M+1, W̄M+2, . . . , W̄M+N} with
W̄i = diagj=1,2,...,M{wijQjFTj FjQj} (i = M+1,M+2, . . . ,M+N). Since the

graph GF is connected, there exists an orthogonal matrix U = [1N/
√
N,H1]

such that UTLFU = Λ = diag {0, λ2, λ3, . . . , λN}. Let ς = (UT ⊗ In̄)
_

ξ . Then
one can obtain from (6.57) that

V̇2 6 ς
T
(
IN⊗(S̄Q̄+Q̄S̄T )−2αW̄U−2βλmin(Q̄−1)(Λ⊗Q̄2)

)
ς, (6.58)

where W̄U = (UT ⊗ In̄)W̄Q(U ⊗ In̄).
Let Ē = IN ⊗(S̄Q̄+Q̄S̄T )−2αW̄U −2βλmin(Q̄−1)(Λ⊗ Q̄2). In the follow-

ing, we will show that there exist sufficiently large α and β such that Ē < 0.
Using the definitions of U and W̄Q, it can be verified that

W̄U =
(
UT ⊗ In̄

)
W̄Q (U ⊗ In̄)

=

([
1TN/
√
N

HT
1

]
⊗In̄

)
diag{W̄M+1, . . . , W̄M+N}

([
1N√
N
,H1

]
⊗In̄

)
=

[
1
N

∑M+N
i=M+1 W̄i Y12

Y T12 Y22

]
, (6.59)
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where Y12 = (1TN/
√
N ⊗ In̄)W̄Q(H1 ⊗ In̄) and Y22 = (HT

1 ⊗ In̄)W̄Q(H1 ⊗ In̄).
Since there exist no isolated leaders under Assumption 6.3, for leader j (j =
1, 2, . . . ,M), one can obtain that wM+1,j +wM+2,j + · · ·+wM+N,j > 0. Note

that W̄i = diagj=1,2,...,M

{
wijQjF

T
j FjQj

}
. One has that 1

N

∑M+N
i=M+1 W̄i =

1
N diagj=1,2,...,M

{∑M+N
i=M+1 wijQjF

T
j FjQj

}
.

Let Λ22 = diag {λ2, λ3, . . . , λN}. Then it follows from (6.59) that

Ē =

[
1

IN−1

]
⊗ (S̄Q̄+ Q̄S̄T )− 2α

 1
N

M+N∑
i=M+1

W̄i Y12

Y T12 Y22


− 2βλmin(Q̄−1)

([
0

Λ22

]
⊗ Q̄2

)
=

[
Ē11 Ē12

ĒT12 Ē22

]
,

where Ē11 = S̄Q̄ + Q̄S̄T − 2α
N

∑M+N
i=M+1 W̄i, Ē12 = −2αY12, and Ē22 =

IN−1 ⊗ (S̄Q̄ + Q̄S̄T ) − 2αY22 − 2βλmin(Q̄−1)(Λ22 ⊗ Q̄2). Note that SjQj +

QjS
T
j −QjFTj FjQj + Inj = 0 and

∑M+N
i=M+1 wij > 0 (j = 1, 2, . . . ,M). Choose

sufficiently large α such that α > N
2 min
j=1,...,M

∑M+N
i=M+1 wij

. Then one has

Ē11 = diagj=1,2,...,M

{
SjQj+QjS

T
j −

2α

N

∑M+N

i=M+1
wijQjF

T
j FjQj

}
< 0. (6.60)

Select sufficiently large constant β such that

β > max

0,
λmax (Ω)

2 min
k=2,...,N

{λk}λmin

(
Q̄2
)
λmin

(
Q̄−1

)
 ,

where Ω = IN−1 ⊗ (S̄Q̄+ Q̄S̄T )− 2αY22 − ĒT12Ē
−1
11 Ē12. Then it holds that

Ē22 − ĒT12Ē
−1
11 Ē12

= Ω− 2βλmin(Q̄−1)(Λ22 ⊗ Q̄2)

< 0. (6.61)

Based on the Schur complement property in Lemma 2.6, it follows from (6.60)
and (6.61) that Ē < 0.

Therefore, it can be verified from (6.58) that V̇2 6 0 when t > Ts, which

means that V2 is bounded, and so are ξ̃i, α̂ij , and β̂ik. Since the updating laws

(6.39) and (6.40) are monotonically increasing, one can obtain that α̂ij and β̂ik
converge to some positive constants. Moreover, note that V̇2 ≡ 0 means that
ξ̃ = 0. Taking advantage of LaSalle’s Invariance principle, it can be verified
that limt→∞ ξ̃(t) = 0, i.e., limt→∞(ξ̂i(t)− z̄(t)) = 0 (i ∈ TF ). This completes
the proof of Theorem 6.3.
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Remark 6.11. The well-informed follower assumption used in [9] is removed
in this section. Although each informed follower can only receive from a subset
of leaders, by combining the local estimation and the interaction with neigh-
bouring followers, a novel adaptive distributed observer is proposed for each
follower to estimate the matrices and the states of the multiple leaders. Note
that the distributed observer (6.36) can estimate the leaders’ matrices in finite
time, while the existing results in [87,157] only guarantee the exponential con-

vergence. Together with the adaptive gains α̂ij and β̂ik, the proposed observer
(6.36) and (6.37) can be designed in a fully distributed form by each follower
with no need for the eigenvalue information of both the leaders’ system matri-
ces and the Laplacian matrix of the graph. Moreover, the assumption that the
leader’s system matrix has no eigenvalues with positive real parts used in [159]
is removed in this section owing to the finite-time convergence of (6.36).

6.3.3 Finite-time Solution of Regulator Equations

In this subsection, an adaptive algorithm is proposed to solve the regula-
tor equations in finite time based on the estimation of the leaders’ matrices.
The following assumption is standard in cooperative control of heterogeneous
swarm systems (see, e.g. [83–87]).

Assumption 6.4. There exist solution pairs (Xi,j , Ui,j) (i ∈ TF , j ∈ TL)
such that the following regulation equations hold:{

Xi,jSj = AiXi,j +BiUi,j ,

0 = CiXi,j − Fj .
(6.62)

It should be pointed out that the matrices Sj and Fj (j ∈ TL) are only
available to the followers which contain the leader j as neighbour. For the
other followers that do not know Sj and Fj , the regulation equations (6.62)
cannot be checked directly. Motivated by the adaptive approach in [87], the
estimated matrices Ŝi,j and F̂i,j will be applied to solve the equations (6.62)
adaptively.

The following lemma extends the exponential convergence in Lemma 3
of [87] to the finite-time convergence.

Lemma 6.4. Consider the equation Ax = b, where A ∈ Rm×n and b ∈
Rm×1 satisfy rank (A) = rank (A, b) = r > 1. Suppose that there exist time-

varying matrix Â (t) ∈ Rm×n and vector b̂ (t) ∈ Rm×1, which are bounded and

piecewise continuous, such that Â (t) → A and b̂ (t) → b in a finite time T1.
For any bounded initial state, and positive constants k > 0 and 0 < ϕ < 1,
the following system

ẋ(t) = −kÂT (t)sigϕ
(
Â(t)x(t)− b̂(t)

)
(6.63)

has a unique bounded solution x (t) such that x (t) → x∗ in a finite time T2,
where x∗ satisfies Ax∗ = b.
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Proof. As shown in [87], there exists an orthogonal matrix P ∈ Rn×n such
that AP = [ Ā 0m×(n−r) ], where Ā ∈ Rm×r is of full column rank. So there

is a unique vector x̄∗1 ∈ Rr such that Āx̄∗1 = b. Let x∗ = Px̄∗ = P

[
x̄∗1
x̄∗2

]
,

where x̄∗2 ∈ Rn−r denotes any column vector. Then one can obtain that Ax∗ =

AP

[
x̄∗1
x̄∗2

]
= Āx̄∗1 = b. Let x̄ = PTx. It follows from (6.63) that

˙̄x = −kPT ÂT sigϕ(ÂP x̄− b̂). (6.64)

Note that Â (t) → A and b̂ (t) → b in a finite time T1. The following proof
is divided into two steps. Firstly, we will show that x̄ is bounded in [0, T1).
Then, it will be proved that x̄→ x̄∗ in finite time when t > T1.
Step 1: Boundedness of x̄ in [0, T1).

Let V3 = x̄T x̄. Then, the time derivative of V3 along (6.64) is V̇3 =

−2kx̄TPT ÂT sigϕ(ÂP x̄− b̂). Let ẑ = ÂP x̄ − b̂ = [ẑ1, ẑ2, . . . , ẑm]T ∈ Rm. It
follows that

V̇3 = −2k

m∑
i=1

|ẑi|1+ϕ − 2kb̂T sigϕ (ẑ)

6 −2kb̂T sigϕ (ẑ)

6 2k
m∑
i=1

∣∣∣b̂i∣∣∣ |ẑi|ϕ. (6.65)

From Lemma 2.5, one gets that
∣∣∣b̂i∣∣∣ |ẑi|ϕ 6 1

1+ϕ

∣∣∣b̂i∣∣∣1+ϕ

+ ϕ
1+ϕ |ẑi|

1+ϕ
and

|ẑi|1+ϕ 6 1+ϕ
2 |ẑi|

2
+ 1−ϕ

2 . So
∣∣∣b̂i∣∣∣ |ẑi|ϕ 6 ϕ

2 |ẑi|
2

+ 1
1+ϕ

∣∣∣b̂i∣∣∣1+ϕ

+ ϕ(1−ϕ)
2(1+ϕ) . It

holds from (6.65) that

V̇3 6 ϕk
m∑
i=1

|ẑi|2 + ϑ̂, (6.66)

where ϑ̂ = k
∑m
i=1

(
2

1+ϕ

∣∣∣b̂i∣∣∣1+ϕ

+ ϕ(1−ϕ)
(1+ϕ)

)
. Note that

∑m
i=1 |ẑi|

2
= ‖ẑ‖2 =

‖ÂP x̄− b̂‖2, and Â and b̂ are bounded in [0, T1). There exist positive constants

σ and $ such that ‖ÂP x̄− b̂‖2 6 σx̄T x̄ + $. Since b̂ is bounded in [0, T1),

one can obtain that |ϑ̂| 6 ϑ in [0, T1), where ϑ is a positive constant. Then it
can be verified from (6.66) that V̇3 6 ϕkσV3 + ϕk$ + ϑ, which implies that
V3 is bounded in [0, T1), and so is x̄.
Step 2: Finite-time convergence of x̄.

When t > T1, one has that Â (t) = A and b̂ (t) = b. Then, it follows from
(6.64) that

˙̄x = −kPTAT sigϕ (APx̄− b) . (6.67)
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Let x̄ =

[
x̄1

x̄2

]
, where x̄1 ∈ Rr and x̄2 ∈ Rn−r. Note that AP =

[ Ā 0m×(n−r) ]. Then (6.67) can be divided into{
˙̄x1 = −kĀT sigϕ

(
Āx̄1 − b

)
,

˙̄x2 = 0.
(6.68)

Thus, there is a constant vector x̄∗2 ∈ Rn−r such that x̄2 (t) → x̄∗2 in a finite
time T1.

Let x̃1 = x̄1 − x̄∗1. Note that Āx̄∗1 = b. It holds from (6.68) that

˙̃x1 = −kĀT sigϕ
(
Āx̃1

)
. (6.69)

Consider the Lyapunov functional candidate V4 = x̃T1 x̃1. Then the time deriva-
tive of V4 along (6.69) is described by V̇4 = −2kx̃T1 Ā

T sigϕ(Āx̃1). Let ỹ =

Āx̃1 ∈ Rm. Then it follows that V̇4 = −2kỹT sigϕ (ỹ) = −2k
∑m
i=1 |ỹi|

1+ϕ 6
−2k(‖ỹ‖2)(1+ϕ)/2. Since ĀT Ā is a positive definite matrix, one can obtain that
ỹT ỹ = x̃T1 Ā

T Āx̃1 > λmin(ĀT Ā)V4. Thus it holds that

V̇4 6 −2k
[
λmin(ĀT Ā)

](1+ϕ)/2
V

(1+ϕ)/2
4 . (6.70)

According to Lemma 2.27, it can be verified that x̃1 (t) = x̄1 (t) − x̄∗1 → 0
in a finite time T2, where T2 = T1 + Tx and Tx can be estimated by Tx 6
2V

(1−ϕ)/2
4 (x̃1(T1))
cx(1−ϕ) , cx = 2k[λmin(ĀT Ā)](1+ϕ)/2.

Therefore, one can get that x (t) = Px̄ (t) → P

[
x̄∗1
x̄∗2

]
= x∗ in a finite

time T2 = T1 + Tx, where x∗ satisfies Ax∗ = b. This completes the proof of
Lemma 6.4.

Let ϑi,j = vec

([
Xi,j

Ui,j

])
, Ψi,j = STj ⊗

[
Ini 0
0 0

]
− Inj ⊗

[
Ai Bi
Ci 0

]
,

and bi,j = vec

([
0

−Fj

])
(i ∈ TF , j ∈ TL). According to [149], the regulation

equation (6.62) can be transformed to

Ψi,jϑi,j = bi,j . (6.71)

Let Ψ̂i,j (t) = ŜTi,j (t) ⊗
[
Ini 0
0 0

]
− Inj ⊗

[
Ai Bi
Ci 0

]
and b̂i,j (t) =

vec

([
0

−F̂i,j (t)

])
. Note that Ŝi,j (t)→ Sj in a finite time Ts and F̂i,j (t)→ Fj

in a finite time Tf . So it follows that Ψ̂i,j (t) → Ψi,j and b̂i,j (t) → bi,j in a
finite time Tm = max{Ts, Tf}. Based on Lemma 6.4, one can obtain the fol-
lowing results directly. So the proof is omitted.
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Lemma 6.5. Suppose that Assumption 6.4 holds. For i ∈ TF and j ∈ TL,
consider the following system:

˙̂
ϑi,j(t) = −κΨ̂T

i,j(t)sigφ
(

Ψ̂i,j(t)ϑ̂i,j(t)− b̂i,j(t)
)
, (6.72)

where κ > 0 and 0 < φ < 1. For any bounded initial state, the system
(6.72) has a unique bounded solution ϑ̂i,j(t) such that ϑ̂i,j(t) → ϑ∗i,j in

a finite time Tr, where ϑ∗i,j = vec

([
X∗i,j

U∗i,j

])
satisfies the equation (6.71).

Moreover, let

[
X̂i,j(t)

Ûi,j(t)

]
= mtxni+minj

(
ϑ̂i,j(t)

)
, where X̂i,j(t) ∈ Rni×nj and

Ûi,j(t) ∈ Rmi×nj . Then, it holds that X̂i,j(t) → X∗i,j and Ûi,j(t) → U∗i,j in a
finite time Tr.

Remark 6.12. In [87], the adaptive algorithm to solve the regulator equations
can achieve exponential convergence. In order to guarantee the stability of
the algorithm, the control gain µ3 in [87] is required to be sufficiently large
(see Remark 4 in [87] for more details). However, the lower bound of µ3 is
related to the spectrum of the leader’s system matrix, which is actually global
information. Note that Lemma 6.5 enhances the exponential convergence in
[87] to the finite-time convergence. Then, the gain κ in (6.72) can be freely
chosen without requiring the eigenvalue information of the leader’s system
matrix, which is advantageous to design a fully distributed output formation
tracking protocol.

6.3.4 Formation Tracking Protocol Design and Analysis

In this subsection, local exosystem is applied to generate the desired time-
varying output formation of each follower. Then, a time-varying output forma-
tion tracking protocol and an algorithm to ascertain the control parameters
are presented. It is proved that the outputs of the followers can not only
realize the expected formation shape but also track the predefined convex
combination of multiple leaders.

For follower i (i ∈ TF ), the desired time-varying output formation hy,i(t)
is generated by the following local exosystem:{

ḣi (t) = Hihi (t) +Riri (t) ,

hy,i (t) = Yihi (t) ,
(6.73)

where hi (t) ∈ Rnhi , ri (t) ∈ Rmri , and hy,i (t) ∈ Rp. The local exosystem
(6.73) is only known to the follower i itself. The bounded external input ri (t)
is applied to generate more time-varying formation types.

Remark 6.13. Many typical formation shapes can be generated by (6.73). For
example, consider a heterogeneous swarm system moving in the XY plane.
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Let Hi = 0, Ri = 0, and Yi = 1 along X-axis and Y -axis. Then, the local
exosystem (6.73) can specify any constant formation configuration studied in

[103]. Moreover, choose Hi =

[
0 1
−ω2 0

]
, Ri = 02×1, and Yi = [ 1 0 ]

along X-axis and Y -axis, where ω denotes a positive constant. In this case,
rotating circular formation considered in [48] can be generated by (6.73).

Assumption 6.5. The following local regulation equations{
XhiHi = AiXhi +BiUhi

0 = CiXhi − Yi
(6.74)

have solution pairs (Xhi, Uhi) (i ∈ TF ).

Similar to Assumption 6.4, Assumption 6.5 requires that the local regula-
tion equations (6.74) have solutions. Since Hi and Yi (i ∈ TF ) are known to
the i-th follower itself, one can calculate (Xhi, Uhi) from (6.74) directly.

For the i-th follower (i ∈ TF ), consider the following time-varying output
formation tracking protocol:

ui(t) = K
(1)
i x̂i(t) +K

(2)
hi hi(t) +

M∑
j=1

ρjK̂
(2)
i,j (t)ξ̂i,j(t) + τi(t), (6.75)

where x̂i(t) ∈ Rni is the estimated state of xi(t), τi(t) ∈ Rmi denotes the

formation compensation input, and K
(1)
i , K

(2)
hi , and K̂

(2)
i,j (t) stand for gain

matrices to be ascertained by the following algorithm. In (6.75), the first and
third terms are used to drive the followers to track the multiple leaders based
on the output regulation strategy. The role of the second term is to introduce
the desired formation information for each follower. The fourth term in (6.75)
is applied to expand the feasible time-varying output formation tracking set.

Algorithm 6.2. For the i-th follower (i ∈ TF ), the output formation tracking
protocol (6.75) can be designed by the following steps.

Step 1. Since rank(Bi) = mi, there exists a non-singular matrix Πi =

[
_

BTi , B̃
T
i ]T with

_

Bi ∈ Rmi×ni and B̃i ∈ R(ni−mi)×ni such that
_

BiBi = Imi
and B̃iBi = 0. For the desired output formation vector hy,i (t) generated by
the local exosystem (6.73), choose Xhi and Uhi satisfying the local regulation
equation (6.74) such that the following time-varying output formation tracking
feasible condition holds:

lim
t→∞

(
B̃iXhiRiri(t)

)
= 0. (6.76)

If the condition (6.76) is satisfied for each follower, then let the formation com-

pensation input τi(t) =
_

BiXhiRiri(t), otherwise the given formation hy,i(t) is
not feasible under the proposed protocol and the algorithm stops.
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Step 2. Based on Theorem 6.3, construct the distributed observer to get
Ŝi,j(t), F̂i,j(t), and ξ̂i,j(t). Then, calculate the adaptive solution X̂i,j(t) and

Ûi,j(t) of (6.62) using the approach in Lemma 6.5.

Step 3. Select K
(1)
i to make Ai + BiK

(1)
i Hurwitz. Let K

(2)
hi = Uhi −

K
(1)
i Xhi and K̂

(2)
i,j (t) = Ûi,j(t)−K(1)

i X̂i,j(t).
Step 4. Design the following Luenberger observer for x̂i(t):

˙̂xi(t) = Aix̂i(t) +Biui(t) + Loi (Cix̂i(t)− yi(t)) , (6.77)

where Loi ∈ Rni×p denotes a gain matrix such that Ai + LoiCi is Hurwitz.

Remark 6.14. As shown in [9], not all time-varying formation vectors can
be realized even for homogeneous swarm systems (see Illustrative Example 2
in [9] for more details). The feasible condition (6.76) means that the predefined
formations should be compatible with the dynamic constraints of the heteroge-
neous swarm systems. The external input ri(t) and the formation compensa-
tion input τi(t) are applied to expand the feasible formation set such that more
time-varying formation types can be realized by heterogeneous swarm systems.
In [103, 104, 119], the expected formations were generated by autonomous ex-
osystem, which can be viewed as a special case of (6.73) by letting ri(t) ≡ 0.
In this case, the feasible condition (6.76) always holds.

The following theorem guarantees that the heterogeneous swarm system
can realize the expected output formation tracking under the proposed pro-
tocol.

Theorem 6.4. Suppose that Assumptions 6.3–6.5 hold. If the given formation
vector hy(t) generated by (6.73) satisfies the feasible condition (6.76), then the
desired time-varying output formation tracking is realized by heterogeneous
swarm system (6.32) and (6.33) with multiple leaders under the distributed
control protocol (6.75) designed by Algorithm 6.2.

Proof. Let X̃i,j(t) = X̂i,j(t) − X∗i,j , Ũi,j(t) = Ûi,j(t) − U∗i,j , and ξ̃i,j(t) =

ξ̂i,j(t) − zj(t) (i ∈ TF , j ∈ TL). It can be verified from Theorem 6.3 and

Lemma 6.5 that X̃i,j(t) → 0 and Ũi,j(t) → 0 in a finite time Tr, and

limt→∞ ξ̃i,j(t) = 0. Let x̃oi(t) = x̂i(t) − xi(t). Then it follows from (6.77)
that ˙̃xoi(t) = (Ai + LoiCi) x̃oi(t). Since Ai + LoiCi is Hurwitz, one has that
limt→∞x̃oi(t) = 0.

Substituting (6.75) into (6.33) leads to

ẋi = Aixi +BiK
(1)
i x̂i +BiK

(2)
hi hi +

M∑
j=1

ρjBiK̂
(2)
i,j ξ̂i,j +Biτi. (6.78)
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Let x̃i = xi −Xhihi −
∑M
j=1 ρjX

∗
i,jzj . Then, it holds that

˙̃xi =
(
Ai +BiK

(1)
i

)
xi +BiK

(1)
i x̃oi +BiK

(2)
hi hi +Biτi −XhiHihi

−XhiRiri +

M∑
j=1

ρjBiK̂
(2)
i,j ξ̂i,j −

M∑
j=1

ρjX
∗
i,jSjzj . (6.79)

Note that K
(2)
hi = Uhi − K

(1)
i Xhi and the local regulation equation (6.74)

holds. One can obtain from (6.79) that

˙̃xi =
(
Ai +BiK

(1)
i

)
(xi −Xhihi) +BiK

(1)
i x̃oi +Biτi −XhiRiri

+

M∑
j=1

ρjBiK̂
(2)
i,j ξ̂i,j −

M∑
j=1

ρjX
∗
i,jSjzj . (6.80)

Since K̂
(2)
i,j = Ûi,j − K(1)

i X̂i,j and X∗i,jSj = AiX
∗
i,j + BiU

∗
i,j , it follows from

(6.80) that

˙̃xi =
(
Ai +BiK

(1)
i

)
x̃i +BiK

(1)
i x̃oi +Biτi −XhiRiri

+

M∑
j=1

ρjBi

(
K̃

(2)
i,j zj +K

(2)∗
i,j ξ̃i,j + K̃

(2)
i,j ξ̃i,j

)
, (6.81)

where K̃
(2)
i,j = Ũi,j−K(1)

i X̃i,j and K
(2)∗
i,j = U∗i,j−K

(1)
i X∗i,j . Note that X̃i,j → 0

and Ũi,j → 0 in a finite time Tr. So K̃
(2)
i,j → 0 in a finite time Tr.

For t ∈ [0, Tr), one can obtain that x̃oi, zj , ξ̃i,j , and K̃
(2)
i,j are bounded, and

so is x̃i. When t > Tr, one gets that K̃
(2)
i,j = 0. Then (6.81) can be transformed

to

˙̃xi=(Ai+BiK
(1)
i )x̃i+BiK

(1)
i x̃oi+Biτi−XhiRiri+

M∑
j=1

ρjBiK
(2)∗
i,j ξ̃i,j . (6.82)

Note that the output formation tracking feasible condition (6.76) holds and

τi =
_

BiXhiRiri. Since Πi = [
_

Bi
T , B̃Ti ]T is nonsingular, it can be verified that

limt→∞ (Biτi −XhiRiri) = 0. Furthermore, recall that limt→∞x̃oi (t) = 0,

limt→∞ ξ̃i,j (t) = 0, and Ai + BiK
(1)
i is Hurwitz. Based on the input-to-state

stability theory, one can obtain that limt→∞ x̃i (t) = 0.

Let ei(t) = yi(t) − hy,i(t) −
∑M
j=1 ρjqj(t) denote the output formation

tracking error for follower i (i ∈ TF ). Then, it holds that ei(t) = Cix̃i(t). So
one has that limt→∞ ei(t) = 0, which implies that the desired time-varying
output formation tracking is realized by heterogeneous swarm system (6.32)
and (6.33) with multiple leaders. This completes the proof of Theorem 6.4.
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Remark 6.15. With the aid of the modified adaptive distributed observer in
Theorem 6.3 and the improved adaptive solution algorithm in Lemma 6.5,
the proposed output formation tracking approach can be performed by each
follower in a fully distributed form. Under the containment-based strategy
in [9, 54, 108], the formation reference is restricted to the convex combina-
tion of leaders. However, we can choose any values for ρj in this section. In
addition, the convex combinations in [9, 54, 108] depend on the interaction
topology and cannot be predefined. Thus, compared with [9, 54, 108], a more
flexible formation reference can be selected in this section.

Remark 6.16. Different from the containment control, where the followers
need converge to the convex hull spanned by the multiple leaders, the control
object of formation tracking in this chapter is to drive the followers to not
only realize a given time-varying formation but also track the same convex
combination of the leaders. There are time-varying formation and its deriva-
tive in the design of output formation tracking protocol (6.75), and all the
followers need reach an agreement on the common formation reference (i.e.,∑M
j=1 ρjqj (t)), which is quite different from containment control problems.

Although the containment-based control strategy was applied to solve forma-
tion tracking problems with multiple leaders in [9,54,108], the existing results
all depend on the well-informed follower assumption. This assumption is re-
moved in this section, and then the containment-based strategy is abandoned.
Instead, a novel output formation tracking approach is presented using a dis-
tributed observer scheme, where the followers can estimate the states of all the
leaders.

6.3.5 Numerical Simulation

Consider a heterogeneous swarm system with ten agents, where TL =
{1, 2, 3} and TF = {4, 5, . . . , 10}. The interaction topology is given in Fig.
6.13, where one can see that Assumption 6.3 holds. The heterogeneous
swarm system is assumed to move in the three dimensional space (i.e., the
XY Z space). The dynamics of each agent is described by (6.32) and (6.33)

with zj = [(zXj )
T
, (zYj )

T
, (zZj )

T
]T , qj = [(qXj )

T
, (qYj )

T
, (qZj )

T
]T (j ∈ TL),

xi = [(xXi )
T
, (xYi )

T
, (xZi )

T
]T , and yi = [(yXi )

T
, (yYi )

T
, (yZi )

T
]T (i ∈ TF ). The

leaders are modeled as S1 = S2 = I3 ⊗
[

0 1
0 0

]
, F1 = F2 = I3 ⊗ [ 1 0 ],

S3 = I3 ⊗

 0 1 0
0 0 1
0 0 0

, and F3 = I3 ⊗ [ 1 0 0 ]. Consider the following

dynamics of the followers:
Follower 4 : A4 = 03×3, B4 = I3, C4 = I3.

Followers 5-9 : Ai = I3 ⊗
[

0 1
i− 5 i− 5

]
, Bi = I3 ⊗

[
0

i− 4

]
, Ci =

I3 ⊗ [ 1 0 ], i = 5, 6, . . . , 9.



164 Formation Tracking Control for Heterogeneous Swarm Systems

Follower 10 : A10 = I3 ⊗

⎡
⎣ 0 1 0

0 0 1
1 2 1

⎤
⎦, B10 = I3 ⊗

⎡
⎣ 0

0
1

⎤
⎦, C10 = I3 ⊗

[ 1 0 0 ].

FIGURE 6.13: Interaction topology.

The outputs of the followers need to realize a rotating circular for-
mation tracking, where the desired formation is specified by hy,i(t) =⎡
⎣ 0

3 cos (t+ 2(i− 1)π/7)
3 sin (t+ 2(i− 1)π/7)

⎤
⎦. When hy,i(t) is realized, the outputs of fol-

lowers along the X-axis will achieve consensus with the formation refer-
ence, and the outputs of followers in the Y Z plane will form a circu-
lar formation rotating around the three leaders. To generate hy,i(t) (i ∈
TF ), the local exosystem (6.73) is designed as Hi = I3 ⊗

[
0 1
−1 0

]
,

Ri = 06×3, and Yi = I3 ⊗ [ 1 0 ]. The initial state of (6.73) is set
as hX

i (0) = [0, 0]T , hY
i (0) = [3 cos(2(i− 4)π/7),−3 sin(2(i− 4)π/7)]T , and

hZ
i (0) = [3 sin(2(i− 4)π/7), 3 cos(2(i− 4)π/7)]T (i ∈ TF ). Choose ρ1 = 1

3 ,
ρ2 = 1

3 , and ρ3 = 1
3 . Then, the combination of the leaders’ outputs (i.e., the

formation reference) is defined as 1
3 (q1(t) + q2(t) + q3(t)).

Follow Algorithm 6.2 to ascertain the output formation tracking protocol
(6.75). For the desired formation hy,i(t) (i ∈ TF ) generated by the local ex-
osystem (6.73), choose Xh4 = I3 ⊗ [ 1 0 ], Uh4 = I3 ⊗ [ 0 1 ], Xhk = I6,

Uhk = [ −1 −(k − 5)/(k − 4) ], k = 5, 6, . . . , 9, Xh10 = I3 ⊗

⎡
⎣ 1 0

0 1
−1 0

⎤
⎦,

and Uh10 = I3 ⊗ [ 0 −3 ] such that the local regulation equations (6.74)
hold. Note that Ri = 06×3. It can be verified that each follower satisfies the
output formation tracking feasible condition (6.76) and the compensation in-
put τi (t) = 0. The distributed observer is designed as η = 2 and γ = 1

2 to get

Ŝi,j(t), F̂i,j(t), and ξ̂i,j(t). Select κ = 2 and φ = 1
2 in the online regulator equa-

tion solver (6.72). The gain matrix K
(1)
i of each follower is chosen as K

(1)
4 =
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FIGURE 6.14: Output trajectories of the heterogeneous swarm system
within t = 30s.

(a) ‖ei(t)‖ (b) log10 ‖ei(t)‖

FIGURE 6.15: Time-varying output formation tracking errors of the follow-
ers.
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−2I3, K
(1)
i = I3 ⊗ [ −(i− 3)/(i− 4) −(i− 3)/(i− 4) ] (i = 5, 6, . . . , 9),

and K
(1)
10 = I3 ⊗ [ −5 −8 −5 ]. Design the observer gain Loi in (6.77)

as Lo4 = −6I3, Loi = I3 ⊗ [ −(i+ 4) −(i2 − 5 )]T (i = 5, 6, . . . , 9), and
Lo10 = I3⊗ [ −16 −92 −245 ]T . The initial states of the leaders are set to

be z1(0) = [0, 0.6,−1, 0, 5−
√
3/3, 0]T , z2(0) = [0, 0.6, 1, 0, 5−

√
3/3, 0]T , and

z3(0) = [0, 0.6, 0, 0, 0, 0, 5 + 2
√
3/3, 0, 0]T , and the initial states xi(0), ξ̂i(0),

and x̂i(0) (i ∈ TF ) are generated by random numbers. The other initial values

are selected to be αij(0) = 5, βik(0) = 5, ŝi(0) = 0, f̂i(0) = 0, and ϑ̂i,j(0) = 0.

(a) ‖s̃i(t)‖ (b) log10‖s̃i(t)‖

(c) ‖f̃i(t)‖ (d) log10‖f̃i(t)‖

FIGURE 6.16: Estimation errors of each follower for Sj and Fj (j ∈ TL).

Fig. 6.14 shows the out trajectories of the heterogeneous swarm system
within t = 30s, where the leaders are marked by circles, the followers are
depicted by upward-pointing triangle, asterisk, square, diamond, left-pointing
triangle, right-pointing triangle, and plus sign respectively, and the convex
combination of the three leaders is represented by pentagram. In Fig. 6.15,
the time-varying output formation tracking errors of the followers are given.
Figs. 6.16 and 6.17 depict the estimation errors of each follower for the leader’s
matrices Sj and Fj and the leader’s states zj (j ∈ TL), respectively. To show
the behaviours near zero more clearly, the error signals are also plotted on a
logarithmic scale log10 in Figs. 6.15-6.17. The adaptive gains α̂ij(t) and β̂ik(t)
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(a) ‖ξ̃i(t)‖ (b) log10‖ξ̃i(t)‖

FIGURE 6.17: Estimation error of each follower for zj (j ∈ TL).

(a) α̂ij(t) (b) β̂ik(t)

FIGURE 6.18: Adaptive updating gains.
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are shown in Fig. 6.18, where one can see that all the adaptive parameters
converge to some positive constants finally. As shown in Figs. 6.14–6.17, the
outputs of the followers form a rotating circular formation, whose centre is the
given convex combination of the three leaders. Therefore, the expected time-
varying output formation tracking is realized by the heterogeneous swarm
system with multiple leaders under the proposed adaptive protocol.

6.4 Conclusions

Time-varying formation tracking problems for heterogeneous swarm sys-
tems with multiple leaders were studied in this chapter. Firstly, for the case
with directed switching topologies, based on the well-informed follower as-
sumption, a distributed time-varying output formation tracking protocol was
designed. Sufficient conditions to achieve formation tracking with multiple
leaders were given by using the piecewise Lyapunov stability theory. Further-
more, the well-informed follower assumption was removed, and the formation
tracking problems with incomplete information of multiple leaders were dis-
cussed. A distributed observer was designed for each follower to estimate the
dynamical matrices and the states of multiple leaders, and an adaptive algo-
rithm was proposed to solve the regulator equations in finite time. A fully
distributed time-varying output formation tracking protocol and a design al-
gorithm were proposed. It was proved that the desired formation tracking with
multiple leaders can be achieved by heterogeneous swarm systems without re-
quiring the well-informed follower assumption. The results in this chapter are
mainly based on [108] and [109].



Chapter 7

Formation-containment Tracking
Control for Heterogeneous Swarm
Systems

7.1 Introduction

In the formation tracking problems with multiple leaders in Chapter 6
and the containment control problems in [110–117], it is usually assumed that
there is no interaction and collaboration among multiple leaders. However, in
practical application scenarios, the leaders also need to coordinate to main-
tain a desired time-varying formation and track the reference trajectory or a
specific target such that the task requirements, e.g. enclosing and surveillance,
can be satisfied. In this case, the leader layer and the follower layer have dif-
ferent collaborative goals, and the leader layer also has a coupling effect on
the cooperative goals of the follower layer. How to model, analyze, and de-
sign the above-mentioned formation tracking control problem with multiple
coordination layers is a complex problem that needs to be further solved.

For high-order heterogeneous swarm systems with different intra-layer co-
operative control objectives and inter-layer coordination couplings, the defi-
nition and framework for formation-containment tracking control are given in
this chapter. The agents are classified into three types, i.e., tracking-leader,
formation-leader, and follower. The tracking-leader is applied to generate the
macroscopic trajectory of the whole swarm system. Under the formation-
containment tracking control, the multiple formation-leaders can form the
desired time-varying formation and track the reference trajectory simulta-
neously, while the followers need to move into the formation formed by the
multiple formation-leaders. The main contents of this chapter are summarized
as follows.

Since containment control is an important part for formation-containment
tracking, predefined containment control problems for heterogeneous swarm
systems with switching topologies are studied firstly in this chapter. A dis-
tributed observer is designed for each follower to estimate the whole states
of all the leaders. Based on the estimated states, a predefined containment
tracking controller is constructed for the followers, where the desired convex
combinations of the multiple leaders are specified by several given constant
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weights. Then, formation-containment tracking control problems for hetero-
geneous swarm systems with leaders’ unknown inputs on switching graphs
are further investigated. A distributed formation-containment tracking con-
troller is proposed by using output regulation control. Under the influences
of hierarchical coordination couplings, an algorithm to design the proposed
controller and sufficient conditions to achieve formation-containment tracking
are presented.

7.2 Predefined Containment Control

In this section, containment control problems for fully heterogeneous
swarm systems with switching topologies are studied, where both the lead-
ers and the followers can have different dynamics. Firstly, a distributed ob-
server is constructed for each follower to estimate the states of all the non-
identical leaders using the neighbouring interaction. Then, based on the es-
timated states of the multiple leaders, an output containment controller is
proposed for followers using the output regulation strategy, where several pre-
defined weights are applied for the followers to specify the desired convex
combinations of the leaders. Thus, the given containment format is indepen-
dent of the interaction topology. In light of the common Lyapunov stability
and output regulation theory, it is proved that the desired output containment
can be realized by fully heterogeneous swarm systems under the influences of
switching topologies. Finally, a simulation example is provided to verify the
effectiveness of theoretical results.

7.2.1 Problem Description

A heterogeneous swarm system composed of M leaders and N followers is
considered in this section. Let OL = {1, 2, . . . ,M} denote the leader set and
OF = {M + 1,M + 2, . . . ,M +N} represent the follower set. A leader has no
neighbour, and a follower has at least one neighbour.

It is assumed that the graph may be switching in this section. Let H =
{1, 2, . . . , h} denote the index set of all the possible graphs. Let [tk, tk+1)
(k = 0, 1, 2 · · · ) represent an infinite sequence of time intervals, where t0 =
0, tk+1 − tk � τd > 0, and each interval is uniformly bounded and non-
overlapping. The graph changes at the switching sequence tk+1. Define the
switching signal as σ (t): [0,∞) → {1, 2, . . . , h}. Let Gσ(t) and Lσ(t) denote
the graph and the Laplacian matrix at t, respectively.
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Consider the following dynamics for the j-th leader (j ∈ OL):{
żj(t) = Sjzj(t),

qj(t) = Fjzj(t),
(7.1)

where zj(t) ∈ R
nj and qj(t) ∈ R

p are the state and the output. For the i-th
follower (i ∈ OF ), its dynamics is modeled as{

ẋi(t) = Aixi(t) +Biui(t),

yi(t) = Cixi(t),
(7.2)

where xi(t) ∈ R
ni , ui(t) ∈ R

mi , and yi(t) ∈ R
p are the state, the control

input, and the output, respectively. The pair (Ai, Bi) is stabilizable, and the
pair (Ci, Ai) is detectable.

Remark 7.1. In [110–117], although the followers are heterogeneous, it is
required that the multiple leaders must have identical dynamics. Note that
both the leaders and the followers have heterogeneous dynamics in (7.1) and
(7.2). Thus, this section focuses on the containment control problems of fully
heterogeneous swarm systems with non-identical leaders.

In the existing containment control results such as [110–117], the con-
vex combinations of multiple leaders for each follower to track are deter-
mined explicitly by the topologies. For example, assume that there is a ho-
mogeneous swarm system with ẋi = Axi + Bui, i = 1, 2, . . . ,M + N . Let
xL = [xT

1 , x
T
2 , . . . , x

T
M ]T and xF = [xT

M+1, x
T
M+2, . . . , x

T
M+N ]T indicate respec-

tively the whole states of leaders and followers. The Laplacian matrix of the

graphs can be divided as Lσ(t) =

[
0 0

L
σ(t)
1 L

σ(t)
2

]
. Using the control strategy

in [10], when the containment is achieved, we can get

lim
t→∞

[
xF −

(
−(L

σ(t)
2 )

−1
L
σ(t)
1 ⊗ In

)
xL

]
= 0,

where the convex combinations of multiple leaders (i.e., the desired track-

ing targets for followers) are determined by the topologies −(L
σ(t)
2 )−1L

σ(t)
1

directly. Thus, for swarm systems on switching graphs, the convex combina-
tions of the leaders will vary along with the possible topology, and then the
followers’ transient outputs or states may go beyond the convex hull consti-
tuted by the leaders under the influence of switching graphs.

To explain this point more intuitively, the following simulation example is
given.

Illustrative example 7.1. Consider a homogeneous swarm system described

by ẋi = Axi + Bui (i = 1, 2, . . . , 6), where xi ∈ R
3, A =

⎡
⎣ 0 1 0

0 0 1
0 −1 0

⎤
⎦ and
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B =

⎡
⎣ 0

0
1

⎤
⎦. There are 3 leaders and 3 followers with OL = {1, 2, 3} and OF =

{4, 5, 6}. The graph is assumed to switch between G1 and G2 each 15s, and
the possible graphs are shown in Fig. 7.1. Let xL = [xT

1 , x
T
2 , x

T
3 ]

T and xF =
[xT

4 , x
T
5 , x

T
6 ]

T . Then, based on the existing containment approaches, we can get

the containment error x̃C = xF −
(
−(L

σ(t)
2 )

−1
L
σ(t)
1 ⊗ In

)
xL, and the convex

combinations of multiple leaders are decided by −(L
σ(t)
2 )−1L

σ(t)
1 . Under the

containment protocol (7) in [10], the state snapshots near the first switching
time t = 15.0s of the swarm system are provided in Fig. 7.2, where the leaders
are marked by diamond, circle, and cross respectively, and the followers are
symbolized as squares. Besides, Fig. 7.3 shows the curve of containment error
‖x̃C‖. From Figs. 7.2 and 7.3, we can see that the transient states of the
three followers obviously go beyond the convex hull constituted by the leaders
under the influence of switching graphs, and the desired containment cannot
be realized. The reason is that the convex combinations of multiple leaders

described by −(L
σ(t)
2 )−1L

σ(t)
1 are affected by the switching graphs. Thus, the

existing containment control approaches in [110–117] are not applicable to
switching graphs in general.

(a) G1 (b) G2

FIGURE 7.1: Possible switching graphs in Illustration example 7.1.

Motivated by this phenomenon, a novel predefined containment control
framwork is proposed for heterogeneous swarm systems on switching graphs
in this section.

Definition 7.1. For any i ∈ OF , if there are given non-negative constants
ρi,j (j ∈ OL) satisfying

∑M
j=1 ρi,j = 1 such that

lim
t→∞

(
yi (t)−

∑M

j=1
ρi,jqj (t)

)
= 0, (7.3)
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FIGURE 7.2: State snapshots near the switching time t = 15.0s in Illustra-
tion example 7.1.
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FIGURE 7.3: Containment control error in Illustration example 7.1.
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then the heterogeneous swarm system (7.1) and (7.2) realizes predefined output
containment.

The constants ρi,j in Definition 7.1 are applied to specify the desired con-
vex combinations of leaders for each follower to track. Under the proposed
predefined containment control approach, the weights ρi,j are independent on
the topology, and we can design specific values of ρi,j in advance based on
practical mission requirements.

7.2.2 Predefined Containment Controller Design and Stabil-
ity Analysis

Without loss of generality, it is required that there exist no isolated leaders,
i.e., each leader can be acquired by at least one follower. If there is an isolated
leader, then change the number of leaders to be M − 1 and all the results

still hold. Let the graph among the followers at t be Gσ(t)
F , whose associated

Laplacian matrix is described by L
σ(t)
F .

Assumption 7.1. Each possible graph Gσ(t)
F among the followers is undirected

and connected.

Assumption 7.2. The following regulation equations have solution pairs
(Xi,j , Ui,j) (i ∈ OF , j ∈ OL):{

Xi,jSj = AiXi,j +BiUi,j ,

0 = CiXi,j − Fj .
(7.4)

For follower i (i ∈ OF ), consider the following output containment proto-
col:

˙̂
ξi = S̄ξ̂i−

⎡
⎢⎢⎢⎣

α̂i1w
σ
i1(ξ̂i,1−z1)

α̂i2w
σ
i2(ξ̂i,2−z2)

...

α̂iMwσ
iM (ξ̂i,M−zM )

⎤
⎥⎥⎥⎦−

M+N∑
k=M+1

β̂ikw
σ
ik(ξ̂i−ξ̂k),

˙̂αij = wσ
ij

∥∥∥ξ̂i,j − zj

∥∥∥2, j ∈ OL,

˙̂
βik = wσ

ik

∥∥∥ξ̂i − ξ̂k

∥∥∥2, k ∈ OF ,

˙̂xi = Aix̂i +Biui + Loi (Cix̂i − yi) ,

ui = K
(1)
i x̂i +

M∑
j=1

ρi,jK
(2)
i,j ξ̂i,j , (7.5)

where ξ̂i(t) = [ξ̂Ti,1(t), ξ̂
T
i,2(t), . . . , ξ̂

T
i,M (t)]T with ξ̂i,j(t) being the i-th follower’s

estimated state for zj(t) (j ∈ OL), S̄ = diag {S1, S2, . . . , SM}, α̂ij(t) (j ∈ OL)
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and β̂ik(t) (k ∈ OF ) are two adaptive gains, x̂i(t) denotes the estimated state

of xi(t) in the Luenberger observer, and K
(1)
i , K

(2)
i,j , and Loi are constant gain

matrices to be determined.
The following theorem shows that the given output containment can be

realized under the proposed control protocol.

Theorem 7.1. Suppose that Assumptions 7.1 and 7.2 hold. Choose K
(1)
i such

that Ai+BiK
(1)
i is Hurwitz, and let K

(2)
i,j = Ui,j−K

(1)
i Xi,j (i ∈ OF , j ∈ OL).

The gain matrix Loi (i ∈ OF ) is selected to make Ai + LoiCi Hurwitz. Then,
the heterogeneous swarm system (7.1) and (7.2) with switching topologies can
achieve the expected output containment under the distributed control protocol
(7.5).

Proof. Let ξ̃i = [ξ̃Ti,1, ξ̃
T
i,2, . . . , ξ̃

T
i,M ]T (i ∈ OF ), where ξ̃i,j = ξ̂i,j − zj (j =

1, 2, . . . ,M). In the following, we will show that limt→∞ ξ̃i,j = 0 firstly. Let

z̄ = [zT1 , z
T
2 , . . . , z

T
M ]T . Note that ξ̃i = ξ̂i − z̄ and ˙̄z = S̄z̄. We can obtain from

(7.5) that

˙̃
ξi = S̄ξ̃i − Ŵ σ

i ξ̃i −
M+N∑

k=M+1

β̂ikw
σ
ik

(
ξ̃i − ξ̃k

)
, (7.6)

where Ŵ σ
i = diag{α̂i1w

σ
i1In1 , α̂i2w

σ
i2In2 , . . . , α̂iMwσ

iMInM
}. Consider the fol-

lowing common Lyapunov functional candidate:

V =

M+N∑
i=M+1

ξ̃Ti ξ̃i +

M+N∑
i=M+1

M∑
j=1

(α̂ij − α)
2
+

1

2

M+N∑
i=M+1

M+N∑
k=M+1

(
β̂ik − β

)2
. (7.7)

For each interval [tk, tk+1), follow the similar steps in the proof of Theorem
6.3, and we can get V̇ � 0. Note that V in (7.7) is a common Lyapunov
function for the switched system (7.6). Then, if sufficiently large α and β are

chosen, we can obtain that lim
t→∞ ξ̃(t) = 0, i.e., lim

t→∞(ξ̂i,j(t)− zj(t)) = 0 (i ∈ OF ,

j ∈ OL).
Let x̃oi (t) = x̂i (t) − xi (t) (i ∈ OF ). We can obtain from the Luenberger

observer in (7.5) that limt→∞x̃oi (t) = 0. Substituting ui into (7.2) gives

ẋi = Aixi +BiK
(1)
i x̂i +

M∑
j=1

ρi,jBiK
(2)
i,j ξ̂i,j . (7.8)

Let x̃i = xi −
∑M

j=1 ρi,jXi,jzj . Then, we get from (7.8) that

˙̃xi = (Ai+BiK
(1)
i )xi+BiK

(1)
i x̃oi+

M∑
j=1

ρi,jBiK
(2)
i,j ξ̂i,j

−
M∑
j=1

ρi,jXi,jSjzj . (7.9)
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Note that K
(2)
i,j = Ui,j − K

(1)
i Xi,j and Xi,jSj = AiXi,j + BiUi,j . It follows

that

˙̃xi = (Ai+BiK
(1)
i )x̃i+BiK

(1)
i x̃oi+

M∑
j=1

ρi,jBiK
(2)
i,j ξ̃i,j . (7.10)

Since Ai + BiK
(1)
i is Hurwitz, limt→∞x̃oi (t) = 0, and limt→∞ ξ̃i,j (t) = 0,

based on the input-to-state stability theory, it can be verified from (7.10)

that limt→∞x̃i (t) = 0. Let ỹCi = yi (t) −
∑M

j=1 ρi,jqj (t) (i ∈ OF ). Note
that CiXi,j − Fj = 0. Then, we have that ỹCi = Cix̃i. Thus, it follows that
limt→∞ỹCi (t) = 0, which means that the predefined output containment is
realized by the heterogeneous swarm system (7.1) and (7.2). This completes
the proof of Theorem 7.1.

Remark 7.2. Based on the estimated states of the multiple non-identical
leaders, an output containment protocol is proposed for heterogeneous swarm
system (7.1) and (7.2), where the predefined weights ρi,j (i ∈ OF , j =
1, 2, . . . ,M) are used to specify the desired convex combinations of the leaders.
Therefore, the follower’s expected tracking values are independent of the graph,
and the given containment can be achieved by heterogeneous swarm systems
with switching topologies. In [110–117], the convex combinations of the leaders
are determined by the interaction topology, so the existing approaches cannot
be applied to the switching topologies in general.

7.2.3 Simulation Example

Suppose that there is a heterogeneous swarm system with 3 leaders and
6 followers, where OL = {1, 2, 3} and OF = {4, 5, . . . , 9}. The heterogeneous
swarm system moves in the XY plane. All possible graphs with 0-1 weights
are shown in Fig. 7.4, and the switching signal is given in Fig. 7.5.

(a) G1 (b) G2 (c) G3

FIGURE 7.4: Possible graphs.

Consider the following heterogeneous dynamics of the leaders: S1 = I2 ⊗[
0 1
0 0

]
, S2 = I2 ⊗

[
0 1
−1 0

]
, S3 = I2 ⊗

[
0 1
−4 0

]
, F1 = F2 = F3 =
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FIGURE 7.5: Switching signal.

I2 ⊗
[
1 0

]
. The dynamics of the followers are described by:

Followers 4,5,6: Ai = I2 ⊗
[

0 1
1 i

]
, Bi = I2 ⊗

[
0
1

]
, Ci = I2 ⊗

[
1 0

]
,

i = 4, 5, 6.

Followers 7,8,9: Ak = I2 ⊗

⎡
⎣ 0 1 0

0 0 1
1 k − 7 k − 6

⎤
⎦, Bk = I2 ⊗

⎡
⎣ 0

0
1

⎤
⎦, Ck =

I2 ⊗
[
1 0 0

]
, k = 7, 8, 9.

To specify the expected output containment, choose ρ4,1 = 1
6 , ρ4,2 = 1

3 ,
ρ4,3 = 1

2 , ρ5,1 = 1
3 , ρ5,2 = 1

2 , ρ5,3 = 1
6 , ρ6,1 = 1

2 , ρ6,2 = 1
6 , ρ6,3 = 1

3 , ρ7,1 = 1
3 ,

ρ7,2 = 1
3 , ρ7,3 = 1

3 , ρ8,1 = 1
5 , ρ8,2 = 2

5 , ρ8,3 = 2
5 , ρ9,1 = 2

3 , ρ9,2 = 1
4 , ρ9,3 = 1

12 .

For each follower, the gain matrices K
(1)
i and Loi (i = 4, 5, . . . , 9) are designed

as follows: K
(1)
4 = I2⊗ [−3,−6], Lo4 = I2⊗ [−13,−73]T , K

(1)
5 = I2⊗ [−3,−7],

Lo5 = I2 ⊗ [−14,−91]T , K
(1)
6 = I2 ⊗ [−3,−8], Lo6 = I2 ⊗ [−15,−111]T ,

K
(1)
7 = I2 ⊗ [−5,−6,−5], Lo7 = I2 ⊗ [−16,−90,−211]T , K

(1)
8 = I2 ⊗

[−5,−7,−6], Lo8 = I2 ⊗ [−17,−109,−356]T , K
(1)
9 = I2 ⊗ [−5,−8,−7],

Lo9 = I2 ⊗ [−18,−130,−547]T . Select the following (Xij , Uij) such that the
regulation equations (7.4) hold:
Followers 4,5,6: Xij = I4 (j = 1, 2, 3), Ui1 = I2⊗ [−1,−i], Ui2 = I2⊗ [−2,−i],
Ui3 = I2 ⊗ [−5,−i], i = 4, 5, 6.

Followers 7,8,9: Xk1 = I2 ⊗

⎡
⎣ 1 0

0 1
0 0

⎤
⎦, Xk2 = I2 ⊗

⎡
⎣ 1 0

0 1
−1 0

⎤
⎦, Xk3 =

I2 ⊗

⎡
⎣ 1 0

0 1
−4 0

⎤
⎦, k = 7, 8, 9. U71 = [−1, 0], U72 = [0,−1], U73 = [3,−4],
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U81 = [−1,−1], U82 = [1,−2], U83 = [7,−5], U91 = [−1,−2], U92 = [2,−3],
U93 = [11,−6].

The initial states of leaders are set as z1 (0) = [1, 0, 1, 0]
T
, z2 (0) = [4, 0, 0, 4]

T
,

and z3 (0) = [0,−6, 3, 0]
T
. The followers’ initial states xi (0) and their estima-

tions x̂i (0) (i = 4, 5, . . . , 9) are generated by random numbers between -2 and

2. Let the initial values ξ̂i(0) = 0, α̂ij(0) = 2, and β̂ik(0) = 2.
The output snapshots of the heterogeneous swarm system at t = 0, 6,

35, 50s are given in Fig. 7.6, where the followers are marked by squares,
and the leaders are denoted by diamond, triangle, and circle. Fig. 7.7 shows
the output containment errors, and Fig. 7.8 gives the estimation errors of
z̄(t) = [zT1 (t), z

T
2 (t), z

T
3 (t)]

T in the distributed observer. The adaptive gains

α̂ij(t) and β̂ik(t) are shown in Fig. 7.9. From Figs. 7.8 and 7.9, we can see that
each follower can estimate the states of multiple leaders asymptotically, and
all the adaptive gains converge to some constants. As shown in Figs. 7.6 and
7.7, the outputs of followers converge to the convex hull spanned by the three
heterogeneous leaders, which implies that the predefined output containment
is realized by the heterogeneous swarm system with switching topologies.

(a) t = 0s (b) t = 6s

(c) t = 35s (d) t = 50s

FIGURE 7.6: Output snapshots of the heterogeneous swarm system at dif-
ferent time instants.
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FIGURE 7.7: Output containment errors.

FIGURE 7.8: Estimation errors of z̄(t) for each follower.
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(a) α̂ij(t) (b) β̂ik(t)

FIGURE 7.9: Adaptive gains.

7.3 Formation-containment Tracking Control

In Section 7.2, only containment control problems are considered, where
there exists no interaction and cooperation between multiple leaders. This sec-
tion will further studies the formation-containment tracking control problems
for heterogeneous swarm systems with leaders’ unknown inputs on switching
graphs. A tracking-leader is introduced to generate the macroscopic trajectory
of the whole swarm system. Then, multiple formation-leaders are required to
form the desired time-varying formation and track the reference trajectory si-
multaneously, while the followers need to move into the formation formed by
the multiple formation-leaders. A distributed formation-containment tracking
controller is proposed by using output regulation control and sliding mode con-
trol. Under the influences of hierarchical coordination couplings, an algorithm
to design the proposed controller and sufficient conditions for heterogeneous
swarm systems to achieve formation-containment tracking are presented.

7.3.1 Problem Description

Consider a heterogeneous swarm system with N+M+1 agents, where the
tracking-leader is denoted by i = 0, the formation-leaders are represented by
i = 1, 2, . . . , N , and the followers are labeled by i = N +1, N +2, . . . , N +M .
Consider the following definition for tracking-leader, formation-leader, and
follower.

Definition 7.2. According to the cooperative mission requirements, the agents
in a swarm system are classified into three types, i.e., the tracking-leader,
the formation-leader, and the follower. The tracking-leader is applied to gen-
erate the macroscopic trajectory of the whole swarm system. The multiple
formation-leaders are required to form the desired time-varying formation and
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track the reference trajectory generated by the tracking-leader simultaneously,
while the followers need to move into the convex hull formed by the multiple
formation-leaders. The tracking-leader has no neighbour, and the neighbours
of a formation-leader only include leaders. A follower can have formation-
leaders or other followers as its neighbours.

As shown in Fig. 7.10, a group of UAVs and UGVs move across the haz-
ardous areas cooperatively in a formation-containment tracking form. In this
example, the tracking-leader is the reference trajectory from the starting point
to the destination. The formation-leaders are the UAVs with powerful detec-
tion and navigation sensors, and the followers are the UGVs with weaker
perception. By formation-containment tracking control, the leader UAVs can
achieve a desired formation tracking, and the follower UGVs will enter inside
the formation formed by UAVs using neighbouring relative interaction. In this
way, it can be ensured that the follower UGVs are in the safe area formed by
the leader UAVs during the movement, and the cooperative crossing is realized
at a relatively small cost.

FIGURE 7.10: Example for UAVs and UGVs cooperative transportation.

The model of tracking leader is described by

v̇0 (t) = Sv0 (t) + Er0 (t) ,

y0 (t) = Fv0 (t) ,
(7.11)

where v0 (t) ∈ R
q, r0 (t) ∈ R

l, and y0 (t) ∈ R
p denote the state, the control

input, and the output of the tracking leader, respectively. It is required that
v0(t) is bounded. The dynamics of formation-leader and follower are denoted
by

ẋi (t) = Aixi (t) +Biui (t) ,

yi (t) = Cixi (t) ,
(7.12)

where xi (t) ∈ R
ni , ui (t) ∈ R

mi , and yi (t) ∈ R
p are the state, the input, and

the output of agent i (i = 1, 2, . . . , N +M).
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Considering the case where the tracking-leader is a non-cooperative target,
it is assumed that r0(t) is unknown to all the formation-leaders and followers
for the controller design and satisfies the following bounded condition.

Assumption 7.3. The input r0 (t) of the tracking-leader is bounded, and
there exists a positive constant η such that ‖r0 (t)‖∞ � η.

For formation-leader i (i = 1, 2, . . . , N), the desired time-varying output
formation is specified by a vector hy(t) = [hT

y1(t), h
T
y2(t), . . . , h

T
yN (t)]T .

Definition 7.3. For any given bounded initial states, if

lim
t→∞ (yi(t)− hyi(t)− y0(t)) = 0, i = 1, 2, . . . , N, (7.13)

then the formation-leaders are said to achieve the desired time-varying output
formation tracking.

Definition 7.4. For each follower k (k ∈ {N + 1, N + 2, . . . , N +M}), if

there are non-negative constants ρk,j (j = 1, 2, . . . , N) satisfying
∑N

j=1 ρk,j =
1 such that

lim
t→∞

⎛
⎝yk(t)−

N∑
j=1

ρk,jyj(t)

⎞
⎠ = 0 (7.14)

holds, then the swarm system (7.12) is said to realize containment.

Based on Definitions 7.3 and 7.4, the definition for formation-containment
tracking is given in the following.

Definition 7.5. For any formation-leader i (i ∈ {1, 2, . . . , N}) and follower
k (k ∈ {N +1, N +2, . . . , N +M}), if (7.13) and (7.14) hold simultaneously,
then the heterogeneous swarm system (7.11) and (7.12) achieves the desired
formation-containment tracking.

In [67–69], only formation-containment stabilization problems were consid-
ered , where the macroscopic trajectory of the whole swarm system cannot be
controlled effectively. To overcome this defect, formation-containment tracking
problems with a tracking-leader are further studied in this section. From Defi-
nitions 7.3-7.5, we can see that time-varying formation tracking, containment,
and consensus problems can be unified to the proposed general framework for
formation-containment tracking control.

7.3.2 Formation-containment Tracking Controller Design
and Stability analysis

Similar to Section 7.2, the topologies are assumed to be switching in this
section, where the subscript set of all the possible graphs is denoted by Z =
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{1, 2, . . . , z}. The topology and the Laplacian matrix at t are denoted by Ḡσ(t)

and L̄σ(t), respectively. To guarantee that all the formation-leaders could play
a role in containment control, it is required that the union of each follower’s
neighbouring set includes all the formation-leaders.

Assumption 7.4. For each possible graph Ḡσ(t), the topology GL
σ(t) among

leaders has a spanning tree rooted by the tracking-leader, and the topology
between formation-leaders is undirected. Moreover, the undirected graph GF

σ(t)

associated with followers is connected.

The Laplacian matrices for the graphs GL
σ(t) and GF

σ(t) are denoted by

L
σ(t)
L and L

σ(t)
F , respectively. Under Assumption 7.4, L

σ(t)
L can be divided into

L
σ(t)
L =

[
0 01×N

L
σ(t)
12 L

σ(t)
11

]
. It follows from Lemma 2.1 and Lemma 2.2 that

L
σ(t)
11 is a positive definite matrix.
Similar to Subsection 6.3.4, for the formation-leader i (i = 1, 2, . . . , N),

the desired time-varying output formation vector hyi(t) is generated by the
following local exosystem:

ḣi (t) = Hihi (t) +Riri (t) ,

hyi (t) = Yihi (t) ,
(7.15)

where hi (t) ∈ R
nhi , ri (t) ∈ R

nri , and hyi (t) ∈ R
p. The purpose of the

bounded external input ri (t) in (7.15) is to generate more general time-varying
formation types. Besides, it is required that hi(t) is bounded.

Assumption 7.5. The following regulator equations

XiS = AiXi +BiUi

0 = CiXi − F

have solution pairs (Xi, Ui), i = 1, 2, . . . , N .

Assumption 7.6. The following local regulator equations

XhiHi = AiXhi +BiUhi

0 = CiXhi − Yi

have solution pairs (Xhi, Uhi), i = 1, 2, . . . , N .

Assumption 7.7. The following regulator equations

Xi,jAj = AiXi,j +BiUi,j

0 = CiXi,j − Cj

have solution pairs (Xi,j , Ui,j), i=N+1, N+2, . . . , N+M , j=1, 2, . . . , N .
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Consider the following formation-containment tracking controller:⎧⎪⎪⎨
⎪⎪⎩

˙̂vi = Sv̂i −
N∑
j=0

γ̂ijw
σ
ij

(
(v̂i − v̂j) + E sgn

(
ET (v̂i − v̂j)

))
,

ui = K1ixi +Khihi +K2iv̂i − μΥi sgn
(
ΓT
i ς̂i
)
+ τi, i = 1, 2, . . . , N.

(7.16)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

˙̂
ξi = Āξ̂i − Ŵ σ

i

(
ξ̂i − x̄L + B̄ sgn(B̄T (ξ̂i − x̄L))

)
−

N+M∑
k=N+1

β̂ikw
σ
ik(ξ̂i − ξ̂k)

−
N+M∑
k=N+1

β̂ikw
σ
ikB̄ sgn

(
B̄T (ξ̂i − ξ̂k)

)
,

ui = K3ixi +
N∑
j=1

ρi,jK
(4)
i,j ξ̂i,j

−κ

N∑
j=1

ρi,jΥi,j sgn
(
QT

i,j δ̂i

)
, i = N + 1, N + 2, . . . , N +M.

(7.17)

In the controller (7.16) for formation-leader i (i = 1, 2, . . . , N), v̂i denotes
the distributed estimations for v0 with v̂0 = v0, and γ̂ij are adaptive control
gains to be constructed. ς̂i is defined as ς̂i = xi−Xhihi−Xiv̂i, τi represents the
time-varying formation tracking compensation input, μ is a positive constant
to be determined, and K1i, Khi, K2i, Υi, and Γi are gain matrices to be
designed.

In the controller (7.17) for follower i (i = N + 1, N + 2, . . . , N +
M), Ā = diag {A1, A2, . . . , AN}, B̄ = diag {B1, B2, . . . , BN}, Ŵ σ

i =

diag{α̂i1w
σ
i1In1

, α̂i2w
σ
i2In2

, . . . , α̂iNwσ
iNInN

}, x̄L = [xT
1 , x

T
2 , . . . , x

T
N ]T , ξ̂i =

[ξ̂Ti,1, ξ̂
T
i,2, . . . , ξ̂

T
i,N ]T , where ξ̂i,j denotes the estimation of i-th follower for

xj (j ∈ {1, 2, . . . , N}), and α̂ij (j ∈ {1, 2, . . . , N}) and β̂ik (k ∈
{N + 1, N + 2, . . . , N +M}) are adaptive gains. δ̂i is defined as δ̂i = xi −∑N

j=1 ρi,jXi,j ξ̂i,j , where non-negative constants ρi,j satisfying
∑N

j=1 ρi,j = 1
are several predefined weights to specify the desired convex combinations of
multiple formation-leaders. κ is a positive constant to be designed, and K3i,

K
(4)
i,j , Υi,j , and Qi,j are gain matrices to be determined.
An algorithm to design the controllers (7.16) and (7.17) is given in the

following.

Algorithm 7.1. For each formation-leader and follower, the formation-
containment tracking controller (7.16) and (7.17) can be designed by the fol-
lowing steps.
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Step 1. Choose matrices (Xi, Ui) (i = 1, 2, . . . , N), (Xhi, Uhi) (i =
1, 2, . . . , N), and (Xi,j , Ui,j) (i = N + 1, N + 2, . . . , N +M , j = 1, 2, . . . , N)
such that the regulator equations in Assumptions 7.5-7.7 hold.

Step 2. Design the controller (7.16) for the formation-leader i (i =
1, 2, . . . , N). For the desired time-varying output formation vector hyi(t) gen-
erated by the local exosystem (7.15), check whether there exists compensation
input τi(t) such that the following formation-containment tracking feasibility
condition holds:

lim
t→∞ (Biτi(t)−XhiRiri(t)) = 0, i = 1, 2, . . . , N. (7.18)

If condition (7.18) holds for each formation-leader, then the algorithm contin-
ues. Otherwise, the desired output formation hy (t) is not feasible under the
proposed controller, and the algorithm stops. The updating law for the adaptive
gain γ̂ij is

˙̂γij = wσ
ij

(
‖v̂i − v̂j‖2 +

∥∥ET (v̂i − v̂j)
∥∥
1

)
, j ∈ {0, 1, . . . , N}, (7.19)

where the initial values γ̂ij (0) � 0 and γ̂ik (0) = γ̂ki (0), k = 1, 2, . . . , N .
Choose sufficiently large μ such that μ � η. Design the gain matrix K1i to
make Ai + BiK1i Hurwitz. Let Khi = Uhi −K1iXhi and K2i = Ui −K1iXi.
Select Υi such that BiΥi −XiE = 0. Let Γi = ΦiBiΥi, where Φi is a positive
definite matrix satisfying the following Lyapunov equation: Φi (Ai +BiK1i)+

(Ai +BiK1i)
T
Φi = −Ini

.
Step 3. Design the controller (7.17) for the follower i (i = N + 1, N +

2, . . . , N + M). The adaptive gains α̂ij (j ∈ {1, 2, . . . , N}) and β̂ik (k ∈
{N + 1, N + 2, . . . , N +M}) are updated by

˙̂αij = wσ
ij

(
‖ξ̂i,j − xj‖

2
+ ‖BT

j (ξ̂i,j − xj)‖1
)
, j ∈ {1, 2, . . . , N} , (7.20)

˙̂
βik = wσ

ik

(
‖ξ̂i − ξ̂k‖

2
+ ‖B̄T (ξ̂i − ξ̂k)‖1

)
, k ∈ {N + 1, N + 2, . . . , N +M} ,

(7.21)

where the initial values α̂ij (0) � 0, β̂ik (0) � 0, and β̂ik (0) = β̂ki (0). Se-
lect sufficiently large positive constant κ such that κ � max

j=1,...,N
{ϑj}, where

ϑj (j ∈ {1, 2, . . . , N}) denotes the upper bound of control input for the j-th
formation-leader, i.e., ‖uj‖∞ � ϑj. Similarly, design gain matrix K3i such

that Ai+BiK3i is Hurwitz, let K
(4)
i,j = Ui,j −K3iXi,j (j ∈ {1, 2, . . . , N}), and

choose Υi,j (j ∈ {1, 2, . . . , N}) to satisfy BiΥi,j − Xi,jBj = 0. Besides, let
Qi,j = PiBiΥi,j, where Pi is a positive definite matrix solved by the following

equation: Pi (Ai +BiK3i) + (Ai +BiK3i)
T
Pi = −Ini

.

The following theorem gives sufficient conditions to achieve formation-
containment tracking.
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Theorem 7.2. Suppose that Assumptions 7.3-7.7 hold. If the desired forma-
tion vector hy(t) generated by (7.15) satisfies the feasibility condition (7.18),
then heterogeneous swarm system (7.11) and (7.12) with switching topologies
can realize the desired formation-containment tracking under the controller
(7.16) and (7.17) designed by Algorithm 7.1.

Proof. In the following, we will prove that the formation-leaders can achieve
the desired output formation tracking firstly. Then, the outputs of followers are
shown to converge into the convex hull formed by multiple formation-leaders.

For formation-leader i (i ∈ {1, 2, . . . , N}), let ṽi = v̂i − v0 denote the
estimation error for the state of the tracking-leader. It follows from (7.11) and
(7.16) that

˙̃vi = Sṽi −
N∑
j=1

γ̂ijw
σ
ij

(
(ṽi − ṽj) + E sgn

(
ET (ṽi − ṽj)

))
− γ̂i0w

σ
i0

(
ṽi + E sgn

(
ET ṽi

))
− Er0. (7.22)

Consider the following common Lyapunov function:

V1 =

N∑
i=1

ṽTi ṽi +
1

2

N∑
i=1

N∑
j=1,j �=i

(γ̂ij − γ)
2
+

N∑
i=1

(γ̂i0 − γ)
2
, (7.23)

where γ is a positive constant to be determined. Taking the derivative of V1

along the trajectory (7.22) gives

V̇1 =

N∑
i=1

ṽTi
(
S + ST

)
ṽi − 2

N∑
i=1

γ̂i0w
σ
i0ṽ

T
i

(
ṽi + E sgn

(
ET ṽi

))

− 2
N∑
i=1

ṽTi

N∑
j=1

γ̂ijw
σ
ij

(
(ṽi − ṽj) + E sgn

(
ET (ṽi − ṽj)

))
− 2

N∑
i=1

ṽTi Er0

+

N∑
i=1

N∑
j=1

(γ̂ij − γ)wσ
ij

(
‖ṽi − ṽj‖2 +

∥∥ET (ṽi − ṽj)
∥∥
1

)

+ 2
N∑
i=1

(γ̂i0 − γ)wσ
i0

(
‖ṽi‖2 +

∥∥ET ṽi
∥∥
1

)
. (7.24)

Since wσ
ij = wσ

ji, γ̂ij = γ̂ji, and sgn
(
ET (ṽi − ṽj)

)
= − sgn

(
ET (ṽj − ṽi)

)
,

we get

− 2
N∑
i=1

ṽTi

N∑
j=1

γ̂ijw
σ
ij

(
(ṽi − ṽj) + E sgn

(
ET (ṽi − ṽj)

))

= −
N∑
i=1

N∑
j=1

γ̂ijw
σ
ij

(
‖ṽi − ṽj‖2 +

∥∥ET (ṽi − ṽj)
∥∥
1

)
. (7.25)
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Substituting (7.25) into (7.24) gives

V̇1 =

N∑
i=1

ṽTi
(
S + ST

)
ṽi − 2γ

N∑
i=1

ṽTi

N∑
j=1

wσ
ij (ṽi − ṽj)− 2γ

N∑
i=1

wσ
i0ṽ

T
i ṽi +Δ,

(7.26)

where Δ = −γ
N∑
i=1

N∑
j=1

wσ
ij

∥∥ET (ṽi − ṽj)
∥∥
1
− 2γ

N∑
i=1

wσ
i0

∥∥ET ṽi
∥∥
1
− 2

N∑
i=1

ṽTi Er0.

Under Assumption 7.3, it holds that

−2
N∑
i=1

ṽTi Er0 � 2η

N∑
i=1

∥∥ET ṽi
∥∥
1

� 2ηN max
i=1,...,N

∥∥ET ṽi
∥∥
1
. (7.27)

At time instant t, assume that
∥∥ET ṽi

∥∥
1

reaches the maximum for the

formation-leader k̄ (k̄ ∈ {1, 2, . . . , N}), i.e.,
∥∥ET ṽk̄

∥∥
1

= max
i=1,...,N

∥∥ET ṽi
∥∥
1
.

Consider the following two cases.
(i) If the formation-leader k̄ can receive from the tracking-leader directly,

i.e., wk̄0 > 0, then we can choose sufficiently large γ such that γ � ηN
wk̄0

. It

follows that

Δ � −2γwσ
k̄0

∥∥ET ṽk̄
∥∥
1
+ 2ηN

∥∥ET ṽk̄
∥∥
1

� 0. (7.28)

(ii) If the formation-leader k̄ cannot communicate with the tracking-leader
directly, i.e., wk̄0 = 0, then under Assumption 7.4, there exists at least one
informed formation-leader having a path from itself to the formation-leader
k̄. This informed formation-leader is assumed to be k̄m, and the correspond-
ing undirected path is denoted by

(
k̄, k̄1

)
,
(
k̄1, k̄2

)
, . . . ,

(
k̄m−1, k̄m

)
with m

representing a positive integer. We can obtain that wk̄1k̄ = wk̄k̄1
> 0, . . .,

wk̄mk̄m−1
= wk̄m−1k̄m

> 0, wk̄m0 > 0. According to triangle inequality, it holds
that∥∥ET ṽk̄

∥∥
1
=
∥∥∥ET

(
ṽk̄ − ṽk̄1

+ ṽk̄1
− ṽk̄2

+ . . .+ ṽk̄m−1
− ṽk̄m

+ ṽk̄m

)∥∥∥
1

�
∥∥ET

(
ṽk̄ − ṽk̄1

)∥∥+ ∥∥ET
(
ṽk̄1

− ṽk̄2

)∥∥+ · · ·

+
∥∥∥ET

(
ṽk̄m−1

− ṽk̄m

)∥∥∥+ ∥∥ET ṽk̄m

∥∥ .
Let γ � max

{
ηN
wk̄k̄1

, ηN
wk̄1k̄2

, . . . , ηN
wk̄m−1k̄m

, ηN
wk̄m0

}
. Then, we have

Δ � 2ηN
∥∥ET ṽk̄

∥∥
1
− 2γwk̄k̄1

∥∥ET
(
ṽk̄ − ṽk̄1

)∥∥− 2γwk̄1k̄2

∥∥ET
(
ṽk̄1

− ṽk̄2

)∥∥
− · · · − 2γwk̄m−1k̄m

∥∥∥ET
(
ṽk̄m−1

− ṽk̄m

)∥∥∥− 2γwk̄m0

∥∥ET ṽk̄m

∥∥
� 0. (7.29)
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Based on the above two cases, for any wσ
ij > 0 and wσ

i0 > 0 (i = 1, 2, . . . , N ,
j = 1, 2, . . . , N) in all possible graphs, choose sufficiently large γ such that

γ � max
{

ηN
wσ

ij
, ηN
wσ

i0

}
. Then, we can obtain Δ � 0 (∀σ(t) ∈ Z). It follows from

(7.26) that

V̇1 �
N∑
i=1

ṽTi
(
S + ST

)
ṽi − 2γ

N∑
i=1

ṽTi

N∑
j=1

wσ
ij (ṽi − ṽj)− 2γ

N∑
i=1

wσ
i0ṽ

T
i ṽi.

(7.30)

Let ṽ = [ṽT1 , ṽ
T
2 , . . . , ṽ

T
N ]T , and we get

V̇1 � ṽT
(
IN ⊗

(
S + ST

))
ṽ − 2γṽT (Lσ

11 ⊗ Iq) ṽ. (7.31)

Since Lσ
11 is a positive definite matrix under Assumption 7.4, there ex-

ists an orthogonal matrix Uσ(t) ∈ R
N×N such that UT

σ Lσ
11Uσ = Ξσ =

diag {λσ
1 , λ

σ
2 , . . . , λ

σ
N}. Let ζ = [ζT1 , ζ

T
2 , . . . , ζ

T
N ]T =

(
UT
σ ⊗ In

)
ṽ. The equa-

tion (7.31) can be transformed to

V̇1 � ζT
(
IN ⊗

(
S + ST

))
ζ − 2γζT (Ξσ ⊗ Iq) ζ

=
N∑
i=1

ζTi
(
S + ST − 2γλσ

i Iq
)
ζi. (7.32)

Choose γ > max
i=1,...,N

λmax(S+ST )
2λσ

i
(∀σ(t) ∈ Z). It can verified that V̇1 � 0. Then,

following the similar analysis in the proof of Theorem 5.2, we can obtain that
γ̂ij converge to some positive constants and lim

t→∞ ṽi (t) = 0, which implies that

lim
t→∞ (v̂i (t)− v0 (t)) = 0, i = 1, 2, . . . , N .

For the formation-leader i (i = 1, 2, . . . , N), substitute the controller (7.16)
into the system (7.12). Let ςi = xi −Xhihi −Xiv0, then it follows that

ς̇i =(Ai +BiK1i)xi +BiKhihi −XhiHihi +BiK2iv0 −XiSv0

− μBiΥi sgn (Γiς̂i)−XiEr0 +Biτi −XhiRiri +BiK2iṽi. (7.33)

Taking Khi = Uhi − K1iXhi, K2i = Ui − K1iXi, and BiΥi − XiE = 0 into
(7.33) gives

ς̇i = (Ai+BiK1i) ςi−μBiΥi sgn (Γiς̂i)−BiΥir0+Biτi−XhiRiri +BiK2iṽi.
(7.34)

Since the desired formation satisfies the feasibility condition (7.18), we
have Biτi − XhiRiri → 0. Moreover, based on lim

t→∞ ṽi (t) = 0, it holds that

ϑ̃i = Biτi − XhiRiri + BiK2iṽi → 0. Consider the Lyapunov function V2i =
ςTi Φiςi. Taking the derivative of V2i along trajectory (7.34) gives

V̇2i = ςTi

(
Φi (Ai +BiK1i) + (Ai +BiK1i)

T
Φi

)
ςi

− 2μςTi Γi sgn
(
ΓT
i ς̂i
)
− 2ςTi Γir0 + 2ςTi Φiϑ̃i. (7.35)
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Let ς̃i = ς̂i − ςi, then we have ς̃i = −Xiṽi → 0. Note that μ � η. It follows
that

− 2μςTi Γi sgn
(
ΓT
i ς̂i
)
− 2ςTi Γir0

= −2μς̂Ti Γi sgn
(
ΓT
i ς̂i
)
+ 2μς̃Ti Γi sgn

(
ΓT
i ς̂i
)
− 2ς̂Ti Γir0 + 2ς̃Ti Γir0

� −2 (μ− η)
∥∥ΓT

i ς̂i
∥∥
1
+ 2 (μ+ η)

∥∥ΓT
i ς̃i
∥∥
1

� 2 (μ+ η)
∥∥ΓT

i ς̃i
∥∥
1
. (7.36)

According to Lemma 2.3, we can obtain

2ςTi Φiϑ̃i �
1

2
ςTi ςi + 2

∥∥∥Φiϑ̃i

∥∥∥2. (7.37)

Substituting these inequalities into (7.35) gives

V̇2i � − 1

2λmax (Φi)
V2i + 2 (μ+ η)

∥∥ΓT
i ς̃i
∥∥
1
+ 2
∥∥∥Φiϑ̃i

∥∥∥2. (7.38)

Since ς̃i and ϑ̃i are bounded, lim
t→∞ ς̃i (t) = 0, and lim

t→∞ ϑ̃i (t) = 0, according

to Lemma 2.19 in [150], it follows that lim
t→∞V2i (t) = 0, which means that

lim
t→∞ ςi (t) = 0. Let ỹi = yi −hyi − y0 represent time-varying output formation

tracking error. Since 0 = CiXi−F and 0 = CiXhi−Yi, it follows that ỹi = Ciςi.
Thus, it can be verified that lim

t→∞ ỹi(t) = 0, i.e., the formation-leaders achieve

the desired time-varying output formation tracking.
In the following, we will prove that the outputs of followers can enter

into the convex hull formed by multiple formation-leaders under the proposed
controller (7.17). Let ξ̃i = ξ̂i−x̄L = [ξ̃Ti,1, ξ̃

T
i,2, . . . , ξ̃

T
i,N ]T (i ∈ {N+1, N+2, . . . ,

N +M}), where ξ̃i,j = ξ̂i,j − xj (j = 1, 2, . . . , N). It follows from (7.12) and
(7.17) that

˙̃
ξi = Āξ̃i − Ŵ σ

i

(
ξ̃i + B̄ sgn

(
B̄T ξ̃i

))
−

N+M∑
k=N+1

β̂ikw
σ
ik

(
ξ̃i − ξ̃k

)

−
N+M∑
k=N+1

β̂ikw
σ
ikB̄ sgn

(
B̄T

(
ξ̃i − ξ̃k

))
− B̄ūL, (7.39)

where ūL = [uT
1 , u

T
2 , . . . , u

T
N ]T .

Consider the following common Lyapunov function:

V3 =

N+M∑
i=N+1

ξ̃Ti ξ̃i +

N+M∑
i=N+1

N∑
j=1

(α̂ij − α)
2
+

1

2

N+M∑
i=N+1

N+M∑
k=N+1,k �=i

(
β̂ik − β

)2
,

(7.40)



190 Formation Tracking Control for Heterogeneous Swarm Systems

where α and β are two positive constants to be determined. Taking the deriva-
tive of V3 along (7.39) gives

V̇3 =

N+M∑
i=N+1

ξ̃Ti (Ā+ ĀT )ξ̃i − 2

N+M∑
i=N+1

ξ̃Ti Ŵ
σ
i ξ̃i

− 2

N+M∑
i=N+1

ξ̃Ti

N+M∑
k=N+1

β̂ikw
σ
ik(ξ̃i − ξ̃k) + 2

N+M∑
i=N+1

N∑
j=1

(α̂ij − α)wσ
ij ξ̃

T
i,j ξ̃i,j

+

N+M∑
i=N+1

N+M∑
k=N+1

(β̂ik − β)wσ
ik

∥∥∥ξ̃i − ξ̃k

∥∥∥2 +Π, (7.41)

where

Π =− 2

N+M∑
i=N+1

ξ̃Ti Ŵ
σ
i B̄ sgn(B̄T ξ̃i)−2

N+M∑
i=N+1

ξ̃Ti

N+M∑
k=N+1

β̂ikw
σ
ikB̄ sgn(B̄T (ξ̃i−ξ̃k))

− 2

N+M∑
i=N+1

ξ̃Ti B̄ūL + 2

N+M∑
i=N+1

N∑
j=1

(α̂ij − α)wσ
ij

∥∥∥BT
j ξ̃i,j

∥∥∥
1

+

N+M∑
i=N+1

N+M∑
k=N+1

(
β̂ik − β

)
wσ

ik

∥∥∥B̄T
(
ξ̃i − ξ̃k

)∥∥∥
1
. (7.42)

Since Ŵ σ
i = diag {α̂i1w

σ
i1In1 , α̂i2w

σ
i2In2 , . . . , α̂iNwσ

iNInN
}, we can obtain

− 2

N+M∑
i=N+1

ξ̃Ti Ŵ
σ
i B̄ sgn

(
B̄T ξ̃i

)
+ 2

N+M∑
i=N+1

N∑
j=1

(α̂ij − α)wσ
ij

∥∥∥BT
j ξ̃i,j

∥∥∥
1

= −2α

N+M∑
i=N+1

N∑
j=1

wσ
ij

∥∥∥BT
j ξ̃i,j

∥∥∥
1
.

Note that sgn
(
B̄T

(
ξ̃k − ξ̃i

))
= − sgn

(
B̄T

(
ξ̃i − ξ̃k

))
, wσ

ik = wσ
ki, and β̂ik =

β̂ki. It follows that

− 2

N+M∑
i=N+1

ξ̃Ti

N+M∑
k=N+1

β̂ikw
σ
ikB̄ sgn

(
B̄T

(
ξ̃i − ξ̃k

))

+
N+M∑
i=N+1

N+M∑
k=N+1

(
β̂ik − β

)
wσ

ik

∥∥∥B̄T
(
ξ̃i − ξ̃k

)∥∥∥
1

= −β

N+M∑
i=N+1

N+M∑
k=N+1

wσ
ik

M∑
j=1

∥∥∥BT
j

(
ξ̃i,j − ξ̃k,j

)∥∥∥
1
.
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Let OL = {1, 2, . . . , N} and OF = {N + 1, N + 2, . . . , N +M}. Because the
control inputs uj(t) of the formation-leaders are bounded, it can be verified
that

−2
N+M∑
i=N+1

ξ̃Ti B̄ūL � 2ϑ

N+M∑
i=N+1

N∑
j=1

∥∥∥BT
j ξ̃i,j

∥∥∥
1

� 2ϑMN max
i∈OF ,j∈OL

∥∥∥BT
j ξ̃i,j

∥∥∥
1
,

where ϑ = max
j=1,...,N

{ϑj}. At the time instant t, assume that
∥∥∥BT

j ξ̃i,j

∥∥∥
1
gets

its maximum for follower ī (̄i ∈ OF ) and formation-leader j̄ (j̄ ∈ OL), i.e.,∥∥∥BT
j̄
ξ̃ī,j̄

∥∥∥
1
= max

i∈OF ,j∈OL

∥∥∥BT
j ξ̃i,j

∥∥∥
1
. It holds from (7.42) that

Π �− β

N+M∑
i=N+1

N+M∑
k=N+1

wσ
ik

N∑
j=1

∥∥∥BT
j (ξ̃i,j − ξ̃k,j)

∥∥∥
1
− 2α

N+M∑
i=N+1

N∑
j=1

wσ
ij

∥∥∥BT
j ξ̃i,j

∥∥∥
1

+ 2ϑMN
∥∥∥BT

j̄ ξ̃ī,j̄

∥∥∥
1
. (7.43)

Similar to the analysis in (7.28) and (7.29), considering the two cases j̄ ∈ Nī

and j̄ /∈ Nī respectively, choose sufficiently large α and β such that α �
max

i∈OF ,j∈OL

{
ϑMN
wσ

ij

}
and β � max

i,k∈OF

{
ϑMN
wσ

ik

}
hold for all wσ

ij > 0 and wσ
ik > 0

in each possible graph. Then, it follows that Π � 0 (∀σ(t) ∈ Z).
Furthermore, it can be verified that

− 2

N+M∑
i=N+1

ξ̃Ti Ŵ
σ
i ξ̃i + 2

N+M∑
i=N+1

N∑
j=1

(α̂ij − α)wσ
ij ξ̃

T
i,j ξ̃i,j

= −2α

N+M∑
i=N+1

N∑
j=1

wσ
ij ξ̃

T
i,j ξ̃i,j ,

− 2
N+M∑
i=N+1

ξ̃Ti

N+M∑
k=N+1

β̂ikw
σ
ik

(
ξ̃i − ξ̃k

)
+

N+M∑
i=N+1

N+M∑
k=N+1

(
β̂ik − β

)
wσ

ik

∥∥∥ξ̃i − ξ̃k

∥∥∥2

= −2β

N+M∑
i=N+1

ξ̃Ti

N+M∑
k=N+1

wσ
ik

(
ξ̃i − ξ̃k

)
.

Substituting Π � 0 into (7.41) gives

V̇3 �
N+M∑
i=N+1

ξ̃Ti
(
Ā+ ĀT

)
ξ̃i − 2α

N+M∑
i=N+1

N∑
j=1

wσ
ij ξ̃

T
i,j ξ̃i,j

− 2β

N+M∑
i=N+1

ξ̃Ti

N+M∑
k=N+1

wσ
ik

(
ξ̃i − ξ̃k

)
. (7.44)
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Let ξ̃= [ξ̃TN+1, ξ̃
T
N+2, . . . , ξ̃

T
N+M ]T and W̄σ =diag

{
W̄ σ

N+1, W̄
σ
N+2, . . . , W̄

σ
N+M

}
,

where W̄ σ
i = diag{wσ

i1In1
, wσ

i2In2
, . . . , wσ

iNInN
} (i = N+1, N+2, . . . , N+M).

We can transform (7.44) to

V̇3 � ξ̃T
(
IM ⊗ (Ā+ ĀT )

)
ξ̃ − 2αξ̃T W̄σ ξ̃ − 2βξ̃T (Lσ

F ⊗ In̄)ξ̃, (7.45)

where n̄ = n1+n2+ · · ·+nN . Under Assumption 7.4, Lσ
F is a positive semidef-

inite matrix, and there exists an orthogonal matrix Uσ = [1M/
√
M,Hσ

1 ] such
that UT

σ Lσ
FUσ = Λσ = diag{0, λσ

2 , λ
σ
3 , . . . , λ

σ
M}. Let ς =

(
UT
σ ⊗ In̄

)
ξ̃. Then, it

holds from (7.45) that

V̇3 � ςT
(
IM ⊗ (Ā+ ĀT )

)
ς − 2αςT

(
UT
σ ⊗ In̄

)
W̄σ (Uσ ⊗ In̄) ς

− 2βςT (Λσ ⊗ In̄) ς. (7.46)

Let Ω̄σ = IM ⊗ (Ā + ĀT ) − 2α
(
UT
σ ⊗ In̄

)
W̄σ (Uσ ⊗ In̄) − 2β (Λσ ⊗ In̄).

We will prove that there are sufficiently large α and β such that Ω̄σ < 0
(∀σ(t) ∈ Z) in the following. Let

Ξσ =
(
UT
σ ⊗ In̄

)
W̄σ (Uσ ⊗ In̄)

=

[
Ξσ
11 Ξσ

12

(Ξσ
12)

T
Ξσ
22

]
,

where Ξσ
11 = 1

M

N+M∑
i=N+1

W̄ σ
i , Ξ

σ
12 = (1T

N/
√
M ⊗ In̄)W̄σ (H

σ
1 ⊗ In̄), and Ξσ

22 =(
(Hσ

1 )
T ⊗ In̄

)
W̄σ (H

σ
1 ⊗ In̄). Since the union of the followers’ neighbour-

ing sets includes all the formation-leaders, we have
∑N+M

i=N+1 w
σ
ij > 0, j =

1, 2, . . . , N . Because W̄ σ
i = diag {wσ

i1In1 , w
σ
i2In2 , . . . , w

σ
iNInN

}, it holds that

Ξσ
11 = 1

M

∑N+M
i=N+1 W̄

σ
i > 0. Let Λσ

22 = diag {λσ
2 , λ

σ
3 , . . . , λ

σ
M}. Then, we can

obtain

Ω̄σ =

[
1

IM−1

]
⊗ (Ā+ĀT )−2α

[
Ξσ
11 Ξσ

12

(Ξσ
12)

T
Ξσ
22

]
−2β

([
0

Λσ
22

]
⊗ In̄

)

=

[
Ω̄σ

11 Ω̄σ
12

(Ω̄σ
12)

T
Ω̄σ

22

]
, (7.47)

where Ω̄σ
11 = Ā+ ĀT − 2αΞσ

11, Ω̄
σ
12 = −2αΞσ

12, and Ω̄σ
22 = IM−1 ⊗ (Ā+ ĀT )−

2αΞσ
22 − 2β (Λσ

22 ⊗ In̄).

Choose sufficiently large α and β such that α >
Mλmax(Ā+ĀT )

2 min
j=1,...,N

∑N+M
i=N+1 wσ

ij

and β > λmax(Θσ)

2 min
k=2,...,M

{λσ
k} (∀σ(t) ∈ Z), where Θσ = IM−1 ⊗ (Ā + ĀT ) −

2αΞσ
22 − (Ω̄σ

12)
T (Ω̄σ

11)
−1Ω̄σ

12. Then, we get Ω̄σ
11 = Ā + ĀT − 2αΞσ

11 < 0 and
Ω̄σ

22 − (Ω̄σ
12)

T (Ω̄σ
11)

−1Ω̄σ
12 < 0. According to Lemma 2.6, it holds that Ω̄σ < 0
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(∀σ(t) ∈ Z). We can obtain from (7.46) that V̇3 � 0. Thus, it can be veri-

fied that adaptive gains α̂ij and β̂ik converge to some positive constants and

lim
t→∞ ξ̃(t) = 0, i.e., lim

t→∞

(
ξ̂i(t)− x̄L(t)

)
= 0 (i ∈ {N + 1, N + 2, . . . , N +M}).

Let δi = xi −
∑N

j=1 ρi,jXi,jxj (i ∈ {N + 1, N + 2, . . . , N +M}). It follows
that

δ̇i = Aixi +BiK3ixi +

N∑
j=1

ρi,jBiK
(4)
i,j ξ̂i,j −

N∑
j=1

ρi,jXi,jAjxj

− κ
N∑
j=1

ρi,jBiΥi,j sgn
(
QT

i,j δ̂i

)
−

N∑
j=1

ρi,jXi,jBjuj . (7.48)

Substituting ξ̂i,j = xj + ξ̃i,j , K
(4)
i,j = Ui,j −K3iXi,j , Xi,jAj = AiXi,j +BiUi,j ,

and BiΥi,j −Xi,jBj = 0 into (7.48) gives

δ̇i =(Ai +BiK3i) δi +

N∑
j=1

ρi,jBiK
(4)
i,j ξ̃i,j − κ

N∑
j=1

ρi,jBiΥi,j sgn
(
QT

i,j δ̂i

)

−
N∑
j=1

ρi,jBiΥi,juj . (7.49)

Let ψ̃i =
N∑
j=1

ρi,jBiK
(4)
i,j ξ̃i,j . Since limt→∞ξ̃i,j (t) = 0 (j ∈ {1, 2, . . . , N}), we

can obtain that limt→∞ψ̃i(t) = 0.
Consider the Lyapunov function V4i = δTi Piδi. Taking the derivative of V4i

along (7.49) gives

V̇4i = −δTi δi + 2δTi Piψ̃i − 2κ

N∑
j=1

ρi,jδ
T
i Qi,j sgn

(
QT

i,j δ̂i

)
− 2

N∑
j=1

ρi,jδ
T
i Qi,juj .

(7.50)

Let δ̃i = δ̂i − δi = −
N∑
j=1

ρi,jXi,j ξ̃i,j . It holds that limt→∞δ̃i (t) = 0. Since

κ � max
j=1,...,N

{ϑj}, following the similar steps in (7.35)-(7.38) leads to

V̇4i � − 1

2λmax (Pi)
V4i + 2

∥∥∥Piψ̃i

∥∥∥2 + 2 (κ+ ϑ)

N∑
j=1

ρi,j

∥∥∥QT
i,j δ̃i

∥∥∥
1
. (7.51)

Since limt→∞ψ̃i(t) = 0 and limt→∞δ̃i (t) = 0, it follows from (7.51) that
limt→∞V4i(t) = 0, which means that limt→∞δi(t) = 0. Define the output con-

tainment error as ỹCi = yi −
∑N

j=1 ρi,jyj (i ∈ {N + 1, N + 2, . . . , N +M}).
Since CiXi,j − Cj = 0, we can obtain that ỹCi = Ciδi, and then
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limt→∞ỹCi (t) = 0. Thus, the outputs of followers can converge into the con-
vex hull formed by multiple formation-leaders. To sum up, the heterogeneous
swarm system (7.11) and (7.12) on switching graphs can realize the desired
output formation-containment tracking under the proposed controller (7.16)
and (7.17). This completes the proof of Theorem 7.2.

In the containment control [110–117], there exists no interaction and co-
operation between multiple leaders. In [67–69], only formation-containment
stabilization control problems were considered, where the macroscopic tra-
jectory of the whole swarm system cannot be controlled effectively. In this
section, formation-containment tracking problems for heterogeneous swarm
systems with a tracking-leader having unknown time-varying input are fur-
ther studied. From the proof of Theorem 7.2, we can see that both the states
and the control inputs of formation-leaders will have coupling influences on
the containment control of followers. Thus, the formation-containment track-
ing problem considered in this section cannot be decoupled into separative
formation tracking and containment directly.

In Section 5.3, node-based adaptive control approaches were presented to
deal with the unknown input of a leader, where both the adaptive gains and
the non-linear functions to compensate for the leader’s input were assigned to
each node, and the compensation terms depended on the neighbouring error
aggregated at each node. To analyze the stability of the node-based controllers
in Section 5.3, Lyapunov functions were constructed by using the topology in-
formation, which implies that these analysis approaches are not applied to
the switching graphs directly. Different from Section 5.3, adaptive gains and
non-linear compensation functions are assigned to each edge of the possible
graphs. Under the edge-based distributed observer, common Lyapunov func-
tions are constructed as V1 and V3, and the stability of the switched system
is analyzed based on V1 and V3. Thus, the proposed distributed observers in
(7.16) and (7.17) can dispose of the influences of both leaders’ unknown inputs
and switching graphs.

In the existing results on containment or formation-containment con-
trol [67–69, 110–116, 118–120], the desired convex combinations of multiple
leaders for the followers to track are determined by the topologies directly.
In comparison with these previous results, the proposed predefined contain-
ment control framework in this chapter has two main advantages. Firstly,
containment control can be achieved for totally heterogeneous swarm sys-
tems with non-identical formation-leaders having unknown inputs. Secondly,
the convex combinations of multiple formation-leaders can be specified by
several predefined weights ρi,j (i ∈ OF , j ∈ OL). Under this containment
framework, the desired tracking values of the followers do not rely on the
topology, which makes this approach applicable to switching graphs. Besides,
using the predefined weights, we can specify the relative output relations be-
tween formation-leaders and followers in advance, while the existing contain-
ment approaches can only guarantee the followers to converge into the convex
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hull. These weights ρi,j can be chosen arbitrarily according to the mission re-
quirements in this section, which is more feasible and reasonable for practical
applications.

7.3.3 Simulation Example

The proposed formation-containment tracking control approach is applied
to cooperative transportation of a heterogeneous UAV-UGV swarm system,
where the tracking-leader i = 0 denotes the macroscopic reference trajectory
of the whole swarm system, the formation-leaders i = 1, 2, 3, 4 are UAVs, and
the followers i = 5, 6, . . . , 10 are UGVs. These UAVs are required to achieve
the desired formation tracking at a given height, and all the UGVs need to
converge to the projection of convex hull formed by multiple UAVs on the
ground. Since the height channel of multi-rotor UAVs can be controlled sepa-
rately, only the movement in the XY plane is considered for the heterogeneous
robot swarm system in this example. As shown in Fig. 7.11, the interaction
graphs among the UAV and UGV robots are assumed to be switching each 5s
with the initial topology being Ḡ1.

(a) Ḡ1 (b) Ḡ2

FIGURE 7.11: Possible graphs.

Consider the following model for the tracking-leader: S = I2 ⊗
[

0 1
0 0

]
,

E = I2⊗
[

0
1

]
, F = I2⊗ [ 1 0 ], where its time-varying control input is de-

scribed by r0(t) = [0.1 cos(0.1t), 0.1 sin(0.1t)]T . Based on the inner and outer
loop control framework in [8], the UAV model in the position and velocity loop

can be described by (7.12) approximately, where Ai = I2 ⊗
[

0 1
�xi �vi

]
,

Bi = I2 ⊗
[

0
1

]
, Ci = I2 ⊗ [ 1 0 ] (i = 1, 2, 3, 4). Let �x1 = �x2 = 0,

�v1 = �v2 = 0, �x3 = �x4 = −1, and �v3 = �v4 = −1. Using the feedback
linearization approach in [45], from the view of formation control, we can also
use (7.12) to describe the UGV kinematics approximately, where Ai = 02×2,
Bi = I2, and Ci = I2 (i = 5, 6, . . . , 10). In this example, the state of a UAV
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is composed of position and velocity, and the output is position. For a UGV,
the position denotes both state and output of it.

Choose four UAVs as formation-leaders, which fly at a given height
hZ = 5m. These UAVs are required to achieve a square formation in the
XY plane and the desired formation is specified by hy = [hT

y1, h
T
y2, h

T
y3, h

T
y4]

T ,

where hy1 = [−1, 1]
T
, hy2 = [1, 1]

T
, hy3 = [1,−1]

T
, and hy4 = [−1,−1]

T
. To

generate hy, the matrices in exosystem (7.15) can be designed as Hi = 02×2,
Ri = 02×2, and Yi = I2 (i = 1, 2, 3, 4). Six UGVs need to converge to
the projection of convex hull on the ground formed by multiple UAVs. To
specify the desired tracking target for each UGV, define the weight vectors
ρi = [ρi,1, ρi,2, ρi,3, ρi,4] (i = 5, 6, . . . , 10) and choose ρ5 = [ 1

16 ,
3
16 ,

5
16 ,

7
16 ], ρ6 =

[ 1
16 ,

7
16 ,

3
16 ,

5
16 ], ρ7 = [ 3

16 ,
7
16 ,

5
16 ,

1
16 ], ρ8 = [ 5

16 ,
1
16 ,

3
16 ,

7
16 ], ρ9 = [ 7

16 ,
1
16 ,

5
16 ,

3
16 ],

ρ10 = [ 7
16 ,

5
16 ,

3
16 ,

1
16 ].

Based on Algorithm 7.1, the formation-containment tracking controller
(7.16) and (7.17) can be designed in the following. Firstly, choose X1 = X2 =
I4, U1 = U2 = I2 ⊗ [ 0 0 ], X3 = X4 = I4, U3 = U4 = I2 ⊗ [ 1 1 ],
Xhi = I2⊗[ 1 0 ]T , Uhi = −�xiI2 (i = 1, 2, 3, 4),Xi,j = I2⊗[ 1 0 ], Ui,j =
I2 ⊗ [ 0 1 ] (i = 5, 6, . . . , 10, j = 1, 2, 3, 4) such that the regulator equations
in Assumptions 7.5-7.7 hold. Then, design the controller (7.16) for formation-
leader UAV i (i = 1, 2, 3, 4). Since Ri = 02×2, we can choose τi = 02×1 such
that the feasibility condition (7.18) is satisfied for each UAV. Select the initial
values of adaptive gains γ̂ij as γ̂ij (0) = 2 (i = 1, 2, 3, 4, j = 0, 1, . . . , 4). Let
μ = 1, K11 = K12 = I2 ⊗ [ −2 −2 ], K13 = K14 = I2 ⊗ [ −1 −1 ],
Υi = I2 (i = 1, 2, 3, 4). Finally, determine the controller (7.17) for follower
UGV i (i = 5, 6, . . . , 10). Let the initial values of α̂ij (j = 1, 2, 3, 4) and

β̂ik (k = 5, 6, . . . , 10) be α̂ij (0) = β̂ik (0) = 20, and choose K3i = −I2 and
Υi,j = 02×2 (j = 1, 2, 3, 4). The initial state of tracking-leader is set as v0 (0) =

[−20, 0, 0,−1]
T

and the initial states of formation-leaders and followers are
generated by random numbers.

Fig. 7.12 shows the position trajectories within t = 30s and position snap-
shots at different time instants (t = 0, 15, 25, 30s) for UAV-UGV heteroge-
neous swarm system, where the tracking-leader (i = 0) is denoted by pen-
tagram, the formation-leader UAVs (i = 1, 2, 3, 4) are marked by diamond,
upward-pointing triangle, circle, and right-pointing triangle respectively, and
the follower UGVs (i = 5, 6, . . . , 10) are represented by squares. Figs. 7.13
and 7.14 give the output formation tracking errors of formation-leader UAVs
and the output containment errors of follower UGVs. As shown in Figs. 7.12-
7.14, four UAVs realize the desired square formation and track the trajectory
of tracking-leader, while six follower UGVs can converge to the projection
of convex hull on the ground formed by multiple UAVs. Therefore, heteroge-
neous UAV-UGV swarm system with switching graphs can achieve the desired
output formation-containment tracking under the proposed controller.
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FIGURE 7.12: Position trajectories within t = 30s and snapshots at t =
0, 15, 25, 30s of UAV-UGV swarm system.

FIGURE 7.13: Output formation tracking errors for formation-leader UAVs.
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FIGURE 7.14: Output containment errors for follower UGVs.

7.4 Conclusions

In this chapter, predefined containment control problems for heterogeneous
swarm systems on switching topologies were studied firstly. A distributed
observer was designed for each follower to estimate the whole states of all
the leaders. Based on the estimated states, a predefined containment track-
ing controller was constructed for the followers, where the desired convex
combinations of the multiple leaders were specified by several given constant
weights. Furthermore, formation-containment tracking control problems for
heterogeneous swarm systems with leaders’ unknown inputs and switching
graphs were investigated. A distributed formation-containment tracking con-
troller was proposed by using output regulation control and sliding-mode con-
trol. Under the influences of hierarchical coordination couplings, an algorithm
to design the proposed controller was designed, and sufficient conditions to
achieve formation-containment tracking were presented using common Lya-
punov stability theory. The results in this chapter are mainly based on [10].



Chapter 8

Experiments on Formation Tracking
for UAV and UGV Swarm Systems

8.1 Introduction

In this chapter, the proposed formation tracking approaches are applied
to the practical UAV and UGV swarm systems, and several formation exper-
iments are carried out to further verify the effectiveness of the theoretical re-
sults. The formation tracking and formation-containment control experiments
for quadrotor UAV swarm systems are given firstly. Then, the UAV-UGV het-
erogeneous swarm cooperative platform is used to test the given time-varying
formation tracking controller. The main contents of this chapter are given as
follows.

Firstly, time-varying formation tracking problems for quadrotor UAV
swarm systems with switching directed topologies are considered. A formation
tracking control protocol is constructed utilizing local neighbouring informa-
tion, and an algorithm is given to design the proposed controller. The obtained
theoretical results are applied to solve the target enclosing problems of the
UAV swarm systems. A flight experiment for three follower quadrotor UAVs
to enclose a leader quadrotor UAV is carried out to verify the effectiveness of
the proposed control approach.

Then, formation-containment control problems for a group of quadro-
tor UAVs are investigated. Based on the neighbouring information of UAVs,
formation-containment control protocols are constructed, and sufficient condi-
tions for UAV swarm systems to achieve formation-containment are presented.
An approach to determine the gain matrices of the formation-containment
protocol is proposed by solving an algebraic Riccati equation. A formation-
containment platform with five quadrotor UAVs is introduced, and both sim-
ulation and experiment results are given to demonstrate the effectiveness of
the formation-containment controller.

Furthermore, time-varying formation tracking problems for UAV-UGV
heterogeneous swarm systems are studied. Based on the distributed observer
for the virtual leader, a time-varying formation tracking controller is pro-
posed and an algorithm to design the control parameters is presented. The
proposed control approach is applied to air-ground cooperative reconnaissance
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scene, where both simulation and experiment results on formation tracking for
UAV-UGV heterogeneous swarm system are presented.

8.2 Time-varying Formation Tracking for UAV Swarm
Systems

In this section, time-varying formation tracking control problems for a
team of quadrotor UAVs with switching and directed interaction topologies
are investigated, where the follower UAVs can realize a given time-varying for-
mation while tracking the leader UAV. A formation tracking control protocol is
firstly constructed utilizing local neighbouring information, and an algorithm
composed of four steps is provided to design the proposed protocol. It is proved
that the UAV swarm system can realize the desired formation tracking using
the designed protocol if the dwell time for the switching directed topologies is
larger than a fixed threshold and the time-varying formation tracking feasi-
bility condition is satisfied. Based on the ultra-wideband (UWB) positioning
technology, a UAV swarm formation control platform with four quadrotor
UAVs is given. The obtained theoretical results are applied to solve the target
enclosing problems of the UAV swarm systems. A flight experiment for three
follower quadrotor UAVs to enclose a leader quadrotor UAV is carried out to
verify the effectiveness of the presented results.

8.2.1 Problem Description

Assume that there exists a UAV swarm system with N UAVs. A UAV
is called a leader UAV (leader) if it has no neighbours otherwise is called
a follower UAV (follower). Without loss of generality, assume that UAV 1
is the leader UAV and the rest N − 1 UAVs are the follower UAVs. Let
F = {2, 3, . . . , N} stand for the set of the follower UAVs. For each quadrotor
UAV, the dynamics of attitude has a much smaller time constant than the
trajectory dynamics. By applying the two-time scale separation principle, the
time-varying formation tracking can be carried out in an outer/inner loop
architecture [129, 130], where the attitudes are stabilized in the inner loop,
and the outer loop tracks the trajectory.

Because the time-varying formation tracking control in this section only
focuses on the position and the velocity, we can pay attention to the outer
loop and model the leader UAV and follower UAVs by (8.1a) and (8.1b) in
the outer loop, respectively. The model of the leader is described by{

ẋ1(t) = v1(t),
v̇1(t) = αxx1(t) + αvv1(t),

(8.1a)
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where x1(t) ∈ Rn and v1(t) ∈ Rn represent the position and velocity of the
leader UAV, αx and αv are known damping constants, and n ≥ 1 represents
the dimension of the space. The dynamics of the i-th follower UAV is denoted
by {

ẋi(t) = vi(t),
v̇i(t) = αxxi(t) + αvvi(t) + ui(t),

(8.1b)

where xi(t) ∈ Rn, vi(t) ∈ Rn and ui(t) ∈ Rn represent respectively the posi-
tion, velocity, and control input vectors of the follower UAV i (i ∈ F ). In the
following, let n = 1 to simplify the description. Note that all the results can
be utilized to the higher dimensional case directly by applying the Kronecker
product.

Let hF (t) = [hT2 (t), hT3 (t), . . . , hTN (t)]T represent the formation vector
that specifies the time-varying formation for all follower UAVs with hi(t) =
[hix(t), hiv(t)]

T (i ∈ F ) piecewise continuously differentiable. Because the pre-
defined formation is realized by the physical movement of each follower UAV
in practice, it is logical to have the piecewise continuously differentiability
assumption on hi(t). Let ξk(t) = [xk(t), vk(t)]T (k = 1, 2, . . . , N).

Definition 8.1. UAV swarm system (8.1) is said to achieve the time-varying
formation tracking if for any given bounded initial states, it holds that

lim
t→∞

(ξi(t)− hi(t)− ξ1(t)) = 0 (i ∈ F ). (8.2)

Remark 8.1. In (8.2), hi(t) (i ∈ F ) is utilized to describe the expected
time-varying formation for the followers. Note that hi(t) (i ∈ F ) is not
the global waypoints for the UAVs to follow. In fact, hi(t) stands for the
relative offset of ξi(t) with respect to ξ1(t). When the UAV swarm sys-
tem (8.1) achieves the expected time-varying formation tracking, the leader
UAV can locate inside or outside the time-varying formation formed by fol-
lower UAVs. If limt→∞

∑N
i=2 hi(t) = 0, it can be obtained from (8.2) that

limt→∞(
∑N
i=2 ξi(t)/(N − 1) − ξ1(t)) = 0, which means that ξ1(t) lies in the

centre of the time-varying formation specified by hF (t). Therefore, by choos-

ing lim t→∞
∑N
i=2 hi(t) = 0, Definition 8.1 turns into the definitions for target

pursuing or enclosing.

For UAV swarm system (8.1) with switching directed topologies, construct
the following time-varying formation tracking protocol:

ui(t)=K
N∑
j=2

wijσ(t)(t) ((ξi(t)−hi(t))−(ξj(t)−hj(t)))

+Kwi1σ(t)(t) ((ξi(t)−hi(t))−ξ1(t))−αhi(t)+ḣiv(t),
(8.3)

where i ∈ F , α = [αx, αv], and K = [k11, k12] represents a constant gain
matrix to be determined.
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Considering the leader-follower topology structure of the UAV swarm sys-
tem (8.1), it can be obtained that the Laplacian matrix Lσ(t) is written as

Lσ(t) =

[
0 0

llfσ(t) Lffσ(t)

]
, (8.4)

where llfσ(t) ∈ R(N−1)×1 stands for the interactions from the leader

UAV to the follower UAVs and Lffσ(t) ∈ R(N−1)×(N−1). Let ξF (t) =

[ξT2 (t), ξT3 (t), . . . , ξTN (t)]T , B1 = [1, 0]T and B2 = [0, 1]T . Under the formation
tracking protocol (8.3) with switching and directed topologies, the augmented
dynamics of UAV swarm system (8.1) can be written as

ξ̇1(t)=
(
B1B

T
2 +B2α

)
ξ1(t),

ξ̇F (t)=
(
IN−1 ⊗

(
B1B

T
2 +B2α

)
+
(
Lffσ(t) ⊗B2K

))
ξF (t)

+
(
llfσ(t) ⊗B2K

)
ξ1(t) +

(
IN−1 ⊗B2B

T
2

)
ḣF (t)

−
(
Lffσ(t) ⊗B2K + IN−1 ⊗B2α

)
hF (t).

(8.5)

For UAV swarm system (8.5) with switching and directed graphs, this
section mainly focuses on the following two problems: (i) how to design the
time-varying formation tracking protocol (8.3) under the influence of switching
directed topologies, and (ii) how to verify the validity of the theoretical results
using a UAV experimental platform.

8.2.2 Formation Tracking Controller Design

In this subsection, an algorithm to design the time-varying formation track-
ing protocol (8.3) is proposed firstly. Then, the stability of the designed pro-
tocol is proved based on the piecewise Lyapunov function theory.

Assumption 8.1. For each follower UAV i (i ∈ F ), there is at least a path
from the leader UAV-1 to it in each possible interaction topology Gσ(t).

If Assumption 8.1 holds, one can get that Gσ(t) has a spanning tree with
the leader UAV-1 as the root.

Lemma 8.1 ([19]). If Assumption 8.1 holds, then Lσ(t) has a simple zero
eigenvalue with 1N being its corresponding right eigenvector, and the real parts
of all the other N − 1 eigenvalues are positive and the same as those of Lffσ(t).

Let λi(L
ff
σ(t)) (i = 1, 2, . . . , N − 1) stand for the eigenvalues of Lffσ(t) and

γmin
σ(t) = min

{
Re(λi(L

ff
σ(t)))

}
. From Lemma 8.1 and (8.4), we know that if

Assumption 8.1 is satisfied, then γmin
σ(t) is positive. From Lemma 2 in [132], we
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can obtain that for any γσ(t) ∈ (0, γmin
σ(t)), there is a positive definite matrix

Υσ(t) ∈ R(N−1)×(N−1) satisfying(
Lffσ(t)

)T
Υσ(t) + Υσ(t)L

ff
σ(t) − 2γσ(t)Υσ(t) > 0. (8.6)

Let ξ(t) =
[
ξT1 (t), ξTF (t)

]T
. From (8.5), one gets that

ξ̇(t)=

 [
B1B

T
2 +B2α 0

0 IN−1 ⊗
(
B1B

T
2 +B2α

) ]
+Lσ(t) ⊗B2K

 ξ(t)

−

[
0

Lffσ(t) ⊗B2K + IN−1 ⊗B2α

]
hF (t)

+

[
0

IN−1 ⊗B2B
T
2

]
ḣF (t).

(8.7)

Define ψi(t) = ξi(t)−hi(t) (i ∈ F ), ψF (t) =
[
ψT2 (t), ψT3 (t), ..., ψTN (t)

]T
, ψ(t) =[

ξT1 (t), ψTF (t)
]T

. Then, it holds that

ξ(t) = ψ(t) +

[
0
I

]
hF (t). (8.8)

Substituting (8.8) into (8.7), it can be obtained that

ψ̇(t)=

[
B1B

T
2 +B2α 0

0 IN−1 ⊗
(
B1B

T
2 +B2α

) ]ψ(t)

−

[
0

Lffσ(t) ⊗B2K + IN−1 ⊗B2α

]
hF (t)

+
(
Lσ(t) ⊗B2K

)
ψ(t)

+

[
0

IN−1 ⊗B2B
T
2

]
ḣF (t)−

[
0
I

]
ḣF (t).

(8.9)

From (8.4), it can be obtained that(
Lσ(t) ⊗B2K

) [ 0
I

]
=

[
0

Lffσ(t) ⊗B2K

]
. (8.10)

Note that B1 = [1, 0]T and B2 = [0, 1]T . we get[
0

IN−1 ⊗B2B
T
2

]
−
[

0
I

]
=

[
0

IN−1 ⊗B1B
T
1

]
. (8.11)

From (8.9), (8.10) and (8.11), one has

ψ̇(t)=

[
B1B

T
2 +B2α 0

0 IN−1 ⊗
(
B1B

T
2 +B2α

) ]ψ(t)

+
(
Lσ(t) ⊗B2K

)
ψ(t)−

[
0

IN−1 ⊗B1B
T
1

]
ḣF (t)

+

[
0

IN−1 ⊗B1B
T
2

]
hF (t).

(8.12)
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Let T =

[
1 0

1N−1 IN−1

]
. It holds that T−1 =

[
1 0

−1N−1 IN−1

]
. It can

be verified from Lemma 8.1 that Lσ(t)1N = 0, which yields

llfσ(t) + Lffσ(t)1N−1 = 0. (8.13)

Based on (8.13), one gets

T−1Lσ(t)T =

[
0 0

0 Lffσ(t)

]
. (8.14)

Define ς(t) = (IN−1 ⊗ I)ψF (t) − (1N−1 ⊗ I)ξ1(t) and ζ(t) =
[
ξT1 (t), ςT (t)

]T
.

One can get that ζ(t) =
(
T−1 ⊗ I

)
ψ(t) and

ψ(t) = (T ⊗ I)ζ(t). (8.15)

Substitute (8.15) into (8.12) and premultiply T−1 ⊗ I2 for the both sides of
(8.12). One gets

ζ̇(t)=

[
B1B

T
2 +B2α 0

0 IN−1 ⊗
(
B1B

T
2 +B2α

) ] ζ(t)

+

([
0 0

0 Lffσ(t)

]
⊗B2K

)
ζ(t)

+

[
0

IN−1 ⊗B1B
T
2

]
hF (t)−

[
0

IN−1 ⊗B1B
T
1

]
ḣF (t).

(8.16)

Recalling that ζ(t) =
[
ξT1 (t), ςT (t)

]T
, one can obtain from (8.16) that

ξ̇1(t) = (B1B
T
2 +B2α)ξ1(t), (8.17)

and

ς̇(t)=(IN−1 ⊗ (B1B
T
2 +B2α) + Lffσ(t) ⊗B2K)ς(t)

+(IN−1 ⊗B1B
T
2 )hF (t)− (IN−1 ⊗B1B

T
1 )ḣF (t).

(8.18)

A procedure to design the time-varying formation tracking protocol (8.3)
with switching and directed graphs is proposed in Algorithm 8.1.

Algorithm 8.1. The time-varying formation tracking protocol (8.3) can be
designed by the following four steps.

1) For a given formation specified by hF (t) for the follower UAVs, test the
following time-varying formation tracking feasibility condition:

lim
t→∞

(
hiv(t)− ḣix(t)

)
= 0 (i ∈ F ). (8.19)

If condition (8.19) is satisfied, continue; else stop the algorithm and the desired
time-varying formation is infeasible for UAV swarm system (8.5).
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2) For a given ε > 0, compute a positive definite matrix P from the in-
equality

(B1B
T
2 +B2α)P + P (B1B

T
2 +B2α)T −B2B

T
2 + εP < 0. (8.20)

3) Choose a sufficiently large constant δ satisfying δ > 1/(2γ̄), in which
γ̄ = min{γσ(t), σ(t) ∈ {1, 2, . . . , p}}.

4) Let K = −δBT2 P−1.

The following theorem shows that the desired formation tracking can be
achieved by UAV swarm systems under the proposed controller.

Theorem 8.1. Suppose that Assumption 8.1 holds. UAV swarm system
(8.1) with switching and directed graphs achieves the time-varying forma-
tion tracking under the protocol (8.3) designed by Algorithm 8.1 if the time-
varying formation tracking feasibility condition (8.19) is satisfied and the dwell
time τ0 > lnµ/ε, where µ = max{λmax(Υ−1

ĩ
Υj̃), ĩ, j̃ ∈ {1, 2, . . . , p}} with

λmax(Υ−1

ĩ
Υj̃) representing the maximum eigenvalue of Υ−1

ĩ
Υj̃.

Proof. Let

ψT (t) = (T ⊗ I)
[
ξT1 (t), 0

]T
, (8.21)

ψT̄ (t) = (T ⊗ I)
[
0, ςT (t)

]T
. (8.22)

Note that
[
ξT1 (t), 0

]T
= e1⊗ ξ1(t), where eī ∈ RN with 1 as its first entry and

0 elsewhere. From (8.21), one has that

ψT (t) = Te1 ⊗ ξ1(t) = 1N ⊗ ξ1(t). (8.23)

It holds from (8.15), (8.21) and (8.22) that

ψ(t) = ψT (t) + ψT̄ (t), (8.24)

in which ψT (t) and ψT̄ (t) are linearly independent. From (8.23) and (8.24),
we get that

ψT̄ (t) = ξ(t)−
[

0
I

]
hF (t)− 1N ⊗ ξ1(t), (8.25)

that is,

ψT̄ (t) =

[
0

ξF (t)− hF (t)− 1N−1 ⊗ ξ1(t)

]
. (8.26)

From (8.26), it follows that limt→∞ψT̄ (t) = 0 is equivalent to limt→∞(ξF (t)−
hF (t) − 1N−1 ⊗ ξ1(t)) = 0, which means that UAV swarm system (8.5) with
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switching and directed graphs realizes the time-varying formation tracking if
and only if

lim
t→∞

ψT̄ (t) = 0. (8.27)

Since T ⊗ I is nonsingular, it follows from (8.22) that (8.27) is equivalent to

lim
t→∞

ς(t) = 0. (8.28)

Therefore, ς(t) depicts the time-varying formation tracking error.
Note that the time-varying formation tracking feasibility condition (8.19)

is satisfied. It holds from (8.19) that

lim
t→∞

(
B1B

T
2 hi(t)−B1B

T
1 ḣi(t)

)
= 0 (i ∈ F ). (8.29)

The augmented form of (8.29) can be derived as

lim
t→∞

(
(IN−1 ⊗B1B

T
2 )hF (t)− (IN−1 ⊗B1B

T
1 )ḣF (t)

)
= 0. (8.30)

Analyze the stability of the following linear switched system

φ̇(t)=
(
IN−1 ⊗

(
B1B

T
2 +B2α

)
+
(
Lffσ(t) ⊗B2K

))
φ(t). (8.31)

Construct a piecewise Lyapunov functional candidate as follows

V (t) = φT (t)
(
Υσ(t) ⊗ P−1

)
φ(t), (8.32)

where Υσ(t) and P are given as (8.6) and (8.20), respectively. Notice that
each graph Gσ(t) is fixed in t ∈ [tk, tk+1) (k ∈ {0, 1, . . .}). Differentiating V (t)
along the trajectory of the linear switched system (8.31), one gets that for any
t ∈ [tk, tk+1)

V̇ (t) = φT (t)(Υσ(t) ⊗ ΞB + ΞL)φ(t), (8.33)

in which ΞB = (B1B
T
2 +B2α)TP−1 + P−1(B1B

T
2 + B2α) and ΞL =

(Lffσ(t))
TΥσ(t) ⊗ (B2K)

T
P−1 + Υσ(t)L

ff
σ(t) ⊗ P−1B2K. Substituting K =

−δBT2 P−1 into (8.33), one has

V̇ (t) = φT (t)(Υσ(t) ⊗ ΞB + Ξ̄L)φ(t), (8.34)

where Ξ̄L = −δ((Lffσ(t))
TΥσ(t) + Υσ(t)L

ff
σ(t)) ⊗ P−1B2B

T
2 P
−1. Let φ(t) =

(IN−1 ⊗ P ) φ̃(t). It follows from (8.34) that

V̇ (t) = φ̃T (t)(Υσ(t) ⊗ Ξ̃B + Ξ̃L)φ̃(t), (8.35)
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where Ξ̃B = P (B1B
T
2 +B2α)T+(B1B

T
2 +B2α)P and Ξ̃L = −δ((Lffσ(t))

TΥσ(t)+

Υσ(t)L
ff
σ(t))⊗B2B

T
2 . It holds from (8.6), (8.20), and (8.35) that

V̇ (t)≤ φ̃T (t)(Υσ(t)⊗ (B2B
T
2 −εP )−2δγσ(t)Υσ(t)⊗B2B

T
2 )φ̃(t). (8.36)

Since δ > 1/(2γ̄) and γ̄ = min{γσ(t), σ(t) ∈ {1, 2, . . . , p}}, one has that

V̇ (t) < φ̃T (t)
(
−εΥσ(t) ⊗ P

)
φ̃(t). (8.37)

It can be further obtained from φ̃(t) = (IN−1 ⊗ P−1)φ(t) that for any t ∈
[tk, tk+1)

V̇ (t) < −εφT (t)
(
Υσ(t) ⊗ P−1

)
φ(t)

= −εV (t).
(8.38)

Because the graph is fixed in t ∈ [tk, tk+1), one gets that

V (t) < e−ε(t−tk)V (tk). (8.39)

Notice that the continuity of φ(t) implies that φ(tk) = φ(t−k ). It can be ob-
tained from (8.32) that

V (tk) ≤ µV (t−k ). (8.40)

From (8.39) and (8.40), one has

V (t) < µe−ε(t−tk)V (t−k ). (8.41)

Since V (t−k ) < e−ε(tk−tk−1)V (tk−1), it holds from (8.41) that

V (t) < µe−ε(t−tk−1)V (tk−1). (8.42)

Using the recursion method, one has from (8.42) that

V (t) < µke−ε(t−t0)V (t0). (8.43)

It can be proved that

t− t0 = t− tk + (tk − tk−1) + · · ·+ (t1 − t0) ≥ kτ0. (8.44)

Since µ = max{λmax(Υ−1

ĩ
Υj̃), ĩ, j̃ ∈ {1, 2, . . . , p}}, we get that µ ≥ 1. Then it

can be obtained from (8.43) and (8.44) that

V (t) < e

(
lnµ
τ0
−ε
)
t
V (0). (8.45)

If τ0 > lnµ/ε, then lnµ/τ0 − ε < 0. One obtains that limt→∞V (t) = 0, which
leads to the asymptotical stability of the linear switched system (8.31).

From (8.18), (8.30) and (8.31), one gets that limt→∞ς(t) = 0; namely, the
time-varying formation tracking error converges to zero as t→∞. Therefore,
the time-varying formation tracking for UAV swarm system (8.1) with switch-
ing and directed graphs is realized by the given protocol (8.3). This completes
the proof for Theorem 8.1.
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Remark 8.2. Constraint (19) reveals that the expected time-varying forma-
tion tracking should be consistent with the dynamics of every UAV. Unlike
the switching undirected case, there exists a minimal threshold for the dwell
time or the switching frequency in switching directed cases. Notice that the
time-varying formation specified by hF (t) will bring both the formation infor-
mation and its derivative ḣF (t) to the design and analysis of the time-varying
formation tracking protocol. For each UAV, the proposed time-varying forma-
tion tracking protocol (8.3) depends on the neighbouring relative information,
which means that the protocol (8.3) can be implemented in a distributed form.
Thus, the proposed algorithm has less computation cost than the centralized
coordination approaches.

8.2.3 Simulation and Experimental Results

In this subsection, an experimental platform composed of quadrotor UAVs
and UWB positioning system is introduced firstly. Then, the proposed time-
varying formation tracking method is utilized to deal with the target enclosing
problem on this platform.

FIGURE 8.1: Formation tracking experimental platform based on quadrotor
UAVs.

The main components of the experimental platform are shown in Fig. 8.1,
where there are four quadrotor UAVs that have flight control system (FCS), a
UWB positioning system, and a ground control station (GCS). Each quadro-
tor has 65 cm tip-to-tip wingspan. The ground weight and maximum take-off
weight of each quadrotor UAV are about 1600 g and 2300 g, respectively. The
hang time is between 10 to 18 min with a typical value of 12 min. The proces-
sor for the FCS is a user-programmable DSP belonging to the TMS320F28335



Experiments on Formation Tracking for UAV and UGV Swarm Systems 209

series. The acceleration and the attitude of each quadrotor UAV are measured
using a three-axis magnetometer, a one-axis gyroscopes, and a three-axis ac-
celerometer. The UWB positioning system provides the position and velocity
of each UAV in the horizontal plane (i.e., the XY plane). The altitude of each
quadrotor UAV is obtained by a barometer and a laser range module. The key
flight parameters are recorded in onboard micro SD card. The interactions
among quadrotor UAVs and the GCS are realized by wireless communication
network based on Zigbee modules. The remote control (RC) radio transmitter
and receiver are kept in each FCS for emergency cases. The architecture for
the quadrotor UAV hardware system is given in Fig. 8.2.

FIGURE 8.2: Hardware architecture of the quadrotor UAV.

The UWB positioning system is composed of four base stations with an-
tennas, four user devices, a switcher and a GCS. It is developed based on the
DecaWave company’s DW1000 wireless transceiver chips using the time of
arrival (TOA) measurement of wireless signals. The very narrow pulse width
of UWB offers a high resolution of timing that can reaches hundreds or tens
of picoseconds. Each quadrotor UAV takes a user device which broadcast
ultra-wide band signal (position request) periodically. At the same time, the
four base stations receive the signal and measure its TOA respectively. The
base stations are connected to the GCS via a switcher. These TOA values are
aggregated to the GCS to be processed to generate the user position result
using positioning algorithms. The velocity is further estimated by integrated
the differencing position results and the acceleration provided by the inertial
navigation system using Kalman filtering algorithm. Note that the UWB po-
sitioning system is applicable to both outdoor and indoor environment, while
the GPS can only be used in the outdoor unsheltered scenes and the Vicon
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FIGURE 8.3: Hardware architecture of the UWB positioning system.

system only works indoors. Fig. 8.3 gives the hardware structure of the UWB
positioning system.

The GCS has two roles. The first role is to communicate with the quadrotor
UAVs via Zigbee network. Control commands can be transferred to a specified
UAV or broadcasted to all the quadrotor UAVs. To monitor the flight state
of all the quadrotors, the state of each UAV is required to send to the GCS
once per second. The second role is to collect data from UWB base stations
and calculate the position results based on the data. The main components
applied in the UAV experimental platform are provided in TABLE 8.1.

Quadrotor UAVs 2, 3 and 4 are assigned to be follower UAVs and the first
one is chosen as the leader UAV (target). These follower UAVs are demanded
to enclose the target by utilizing the proposed time-varying formation tracking
method. For simplicity, the target enclosing is carried out in the horizontal
XY plane; namely, n = 2. The dynamics of the follower UAVs are depicted as
(8.1b), where one has that ξi(t) = [xiX(t), viX(t), xiY (t), viY (t)]

T and ui(t) =
[uiX(t), uiY (t)]

T (i = 2, 3, 4). The dynamics of the leader UAV is depicted as
(8.1a) with ξ1(t) = [x1X(t), v1X(t), x1Y (t), v1Y (t)]

T . The yaw angle and the
altitude of each UAV are controlled to be appropriate constants using separate
PID controllers. The trajectory dynamics along x-axis and y-axis in the outer
loops are governed by the time-varying formation tracking controller described
by (8.3) with a frequency of 10 Hz. Using the PD controllers in [160] with a
frequency of 500 Hz, the attitudes in the inner loops can track the control
commands generated by the outer loops.
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TABLE 8.1: Main components applied in the quadrotor UAV
experimental platform.

Components Part numbers Key features

UWB DW1000
Position resolution: ±3 cm;
Position conversion rate: 200Hz

Laser rangefinder LIDAR Lite V3
Range: 40m;
Accuracy: ±2.5cm

Magnetometer HMC5983
Range: 8Gs;
Accuracy:±2mGs

Gyroscope ADXRS610
Range: ±300◦/s;
Accuracy: ±6mV/◦/s

Accelerometer HQ7001
Range: ±6g;
Accuracy: 16-bit AD

Zigbee DTK1605H
Maximum transmission: 115200bps;
Communication range: 1600m

ESC Flycker-30A
Rated current: 30A;
Maximum control rate: 500Hz

Motor Flycker KV750
Bearing length: 10mm;
Outer diameter: 28mm

Propeller APC 1147
Propeller pitch: 4.7-inch;
Diameter: 11-inch

Battery 3S-5AH-30C
Voltage: 11.1V;
Capacity: 5000mAh
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The time-varying formation for the three follower UAVs is specified by

hi(t) =

⎡
⎢⎢⎣

5 cos(0.2t+ 2π(i− 2)/3)
− sin(0.2t+ 2π(i− 2)/3)
5 sin(0.2t+ 2π(i− 2)/3)
cos(0.2t+ 2π(i− 2)/3)

⎤
⎥⎥⎦ (i = 2, 3, 4).

Considering the limitation of the flying space, set the damping constants αx =
−3 and αv = −3. It can be obtained that the eigenvalues of B1B

T
2 +B2α are

−1.5+0.87j and −1.5−0.87j (j2 = −1), which means that the motion mode of
the target is stable. Assume that there are three potential directed topologies
G1, G2 and G3 shown in Fig. 8.4. During t ∈ [0s, 100s], the graph among the
four quadrotor UAVs is selected from G1, G2 and G3 with a frequency of τ0.

(a) G1 (b) G2 (c) G3

FIGURE 8.4: Switching directed interaction topologies.
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FIGURE 8.5: Switching signal of the graphs.

We can obtain that the time-varying formation tracking feasibility con-
dition (8.19) is satisfied. Using Algorithm 8.1, the gain matrix K can be
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FIGURE 8.6: Position trajectories of the four quadrotor UAVs within t=
100s.

obtained as K = I2 ⊗ [ −1.8263 −2.2778 ] and the dwell time can be
obtained as τ0=10s. Select the initial states of the four quadrotor UAVs
as x1(t) = [0.49, 0.01,−1.5,−0.15]T , x2(t) = [6.31, 0,−3.53,−0.02]T ,
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FIGURE 8.7: Velocity trajectories of the four quadrotor UAVs within t=100s
in the simulation.
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(a) Velocity trajectories along X-axis
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FIGURE 8.8: Velocity trajectories of the four quadrotor UAVs within t=100s
in the experiment.

x3(t) = [5.94, 0.01, 2.55,−0.06]T and x4(t) = [4.32,−0.05,−5.83, 0.07]T . Fig.
8.5 depicts the switching signal within t = 100s.

Figs. 8.6-8.8 present the position and velocity trajectories of the four
quadrotor UAVs in the simulation and experiment respectively, where the
initial positions of the four quadrotor UAVs are described by circles, and
the final positions of the followers are described by squares, and the one
for the target is denoted by black triangle. Fig. 8.9 shows the curves of
the time-varying formation tracking error within t = 100s. Fig. 8.10 de-
picts a captured image of four UAVs in the experiment. It follows from
Figs. 8.5-8.10 that three follower quadrotors form the desired circular for-
mation while enclosing the target subject to the switching directed graphs
in both simulation and experiment, which means that the predefined time-
varying formation tracking is realized by the practical quadrotot UAV swarm
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FIGURE 8.9: Curves of the formation tracking error within t=100s.

FIGURE 8.10: A captured image of the four quadrotor UAVs in target
enclosing.

system using the UWB positioning technology. The experiment video is
shown at http://v.youku.com/v_show/id_XMzA2ODYwMTI3Mg==.html or
https://youtu.be/4xUuUrbPsoM.

http://v.youku.com
https://youtu.be/
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8.3 Formation-containment Control for UAV Swarm
Systems

Formation-containment control problems for quadrotor UAV systems with
directed topologies are studied in this section, where the states of leaders
form desired formation and the states of followers converge to the convex hull
spanned by those of the leaders. Firstly, formation-containment control pro-
tocols are constructed based on the neighbouring information of UAVs. Then,
sufficient conditions for UAV swarm systems to achieve formation-containment
are presented. An explicit expression to describe the relationship among the
states of followers, the time-varying formation for the leaders, and the for-
mation reference is derived. Moreover, an approach to determine the gain
matrices of the formation-containment protocol is proposed by solving an al-
gebraic Riccati equation. Finally, a formation-containment platform with five
quadrotor UAVs is introduced, and both simulation and experimental results
are presented to demonstrate the effectiveness of the obtained results.

8.3.1 Problem Description

For a UAV swarm system with N quadrotor UAVs, the interaction topol-
ogy of the UAV swarm system can be described by a directed graph G with
node i representing the UAV i and edge εij denoting the interaction between
UAV i and j. The interaction strength from UAV i to UAV j can be de-
scribed by the adjacency element wji. On the formation-containment control
level, the dynamics of the UAV i, i ∈ {1, 2, . . . , N} can be modeled by the
following double-integrator model:{

ẋi(t) = vi(t),
v̇i(t) = ui(t),

(8.46)

where xi(t) ∈ Rn is the position vector, vi(t) ∈ Rn is the velocity vector,
and ui(t) ∈ Rn is the control input vector. For simplicity of description, n is
assumed to be 1, if not otherwise specified. However, all the results hereafter
are still valid for higher dimensional space by using the Kronecker product.

Remark 8.3. As discussed in Section 2.6, the dynamics of a quadrotor UAV
with six degrees of freedom can be classified into trajectory dynamics and atti-
tude dynamics. Due to the fact that the trajectory dynamics have much larger
time constants than the attitude dynamics, the control of a quadrotor UAV in
the horizontal plane (i.e., the XY plane) can be implemented with an inner-
loop/outer-loop structure; that is, the outer-loop drives the UAV towards the
desired position while the inner-loop tracks the attitude. In this section, the
formation-containment problem for quadrotor UAV swarm systems only con-
cerns the positions and velocities. Therefore, the dynamics of the leader and
follower UAVs in the outer-loop can be approximately modeled by (8.46).
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Let φi(t) = [xi(t), vi(t)]
T , B1 = [1, 0]T , and B2 = [0, 1]T . Then, UAV

swarm system (8.46) can be rewritten as

φ̇i(t) = B1B
T
2 φi(t) +B2ui(t). (8.47)

Definition 8.2. UAVs in the system (8.47) are classified into leaders and
followers. A UAV is called a leader if its neighbours are only leaders and it
coordinates with its neighbours to achieve a desired formation. A UAV is called
a follower if it has at least one neighbour in the UAV swarm system and it
coordinates with its neighbours to achieve the containment.

Assume that in UAV swarm system (8.47) there are M (M < N) follow-
ers with states φi(t) (i = 1, 2, . . . ,M) and N −M leaders with states φj(t)
(j = M + 1,M + 2, . . . , N). Denote by F = {1, 2, . . . ,M} and E = {M +
1,M + 2, . . . , N} the follower subscript set and leader subscript set, respec-
tively. A time-varying formation for leaders is specified by a vector hE(t) =
[hTM+1(t), hTM+2(t), . . . , hTN (t)]T ∈ R2(N−M) with hi(t) = [hix(t), hiv(t)]

T

(i ∈ E) piecewise continuously differentiable.

Definition 8.3. Leaders in UAV swarm system (8.47) are said to achieve
time-varying formation hE(t) if there exists a vector-valued function r(t) ∈ R2

such that

lim
t→∞

(φi(t)− hi(t)− r(t)) = 0 (i ∈ E), (8.48)

where r(t) is called a formation reference function.

In Definition 8.3, hi(t) (i ∈ E) is used to characterize the desired time-
varying formation configuration and r(t) is a representation of the macroscopic
movement of the whole formation. To explain the roles of hi(t) and r(t) more
clearly, consider the following illustration example.

Illustrative example 8.1. Consider a UAV swarm system with four quadro-
tors in the XY plane. For simplicity, the states of the four quadrotors are re-
quired to achieve a time-invariant square formation with edge

√
2l. To specify

the given formation shape, the vector hE = [hT1 , h
T
2 , h

T
3 , h

T
4 ]T can be chosen as

h1 = [−l, 0]T , h2 = [0, l]T , h3 = [l, 0]T and h4 = [0,−l]T . If Definition 8.3 is
satisfied, it follows from (8.48) that limt→∞((φi(t) − φj(t)) − (hi − hj)) = 0
(i, j = 1, 2, 3, 4), which means that the two squares formed by hi and φi(t) are
congruent with each other. Therefore, the given square formation is achieved
by the UAV swarm system. Fig. 8.11 depicts the geometric relationships of
φi(t), hi (i = 1, 2, 3, 4) and r(t). From Fig. 8.11, one gets that the formation
reference r(t) can be used to describe the macroscopic movement of the whole
formation, and hi denotes the relative offset vector of φi(t) relative to r(t).
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FIGURE 8.11: Illustration example for square formation with four UAVs.

Definition 8.4. UAV swarm system (8.47) is said to achieve containment
if for any j ∈ F , there exist non-negative constants αjk (k ∈ E) satisfying∑N

k=M+1 αjk = 1 such that

lim
t→∞

(
φj(t)−

N∑
k=M+1

αjkφk(t)

)
= 0. (8.49)

Definition 8.5. UAV swarm system (8.47) is said to achieve formation-
containment if there exist a vector-valued function r(t) ∈ R

2 and non-negative

constants αjk (k ∈ E) satisfying
∑N

k=M+1 αjk = 1 such that for any i ∈ E
and j ∈ F , (8.48) and (8.49) hold simultaneously.

Remark 8.4. From Definitions 8.3, 8.4, and 8.5, one sees that for UAV
swarm system (8.47), if M = 0, formation-containment problems become the
formation problems. If h(t) ≡ 0 and leaders have no neighbours (that is, for all
i, j ∈ E, wij = 0), the formation-containment problem becomes the contain-
ment problem. Therefore, for UAV swarm system (8.47), formation problems
and containment problems can be regarded as special cases of the formation-
containment problems discussed in this section.

Consider the following formation-containment protocols for UAV swarm
system (8.47)

ui(t) = K1φi(t) +K2

∑
j∈Ni

wij (φi(t)− φj(t)), i ∈ F, (8.50)

ui(t) = K1φi(t) +K3

∑
j∈Ni

wij ((φi(t)− hi(t))

−(φj(t)− hj(t))) , i ∈ E,
(8.51)
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where Kl = [kl1, kl2] (l = 1, 2, 3) are constant gain matrices to be determined
later.

Remark 8.5. In protocols (8.50) and (8.51), the gain matrix K1 can be cho-
sen to expand the feasible formation set or specify the motion modes of the
formation reference. K2 and K3 can be used to drive the states of followers to
converge to the convex hull formed by those of leaders and propel the states of
leaders to achieve the desired time-varying formation, respectively. It should
be pointed out that by choosing K1 = 0, protocols (8.50) and (8.51) become
the ones using only relative information of neighbours.

In this section, the following three problems for UAV swarm system (8.47)
with protocols (8.51) and (8.52) are mainly studied: (i) under what conditions
formation-containment can be achieved; (ii) how to design protocols (8.51)
and (8.52) to achieve formation-containment; and (iii) how to demonstrate
the theoretical results on practical quardrotor experiment platform.

8.3.2 Formation-containment Analysis and Protocol Design

In this subsection, firstly, sufficient conditions for UAV swarm system
(8.47) under protocols (8.50) and (8.51) to achieve formation-containment
are proposed. Then, an explicit expression to describe the relationship among
the states of followers, the time-varying formation of the leaders, and the for-
mation reference is derived. Finally, an approach to design the protocols (8.50)
and (8.51) is presented.

Let GE denote the interaction topology among leaders. Under Definition
8.2, the Laplacian matrix corresponding to G has the following form

L =

[
L1 L2

0 L3

]
,

where L1 ∈ RM×M , L2 ∈ RM×(N−M), and L3 ∈ R(N−M)×(N−M) which is the
Laplacian matrix corresponding to GE .

Assumption 8.2. The interaction topology among leaders has a spanning
tree.

Assumption 8.3. For each follower, there exists at least one leader that has
a directed path to it.

Under Assumption 8.3, the following lemma can be obtained.

Lemma 8.2 ([134]). If the directed interaction topology G satisfies Assump-
tion 8.3, then all the eigenvalues of L1 have positive real parts, each entry of
−L−1

1 L2 is nonnegative, and each row of −L−1
1 L2 has a sum equal to one.

Let φF (t) = [φT1 (t), φT2 (t), . . . , φTM (t)]T and φE(t) = [φTM+1(t), φTM+2(t),
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. . . , φTN (t)]T . Under the protocols (8.50) and (8.51), UAV swarm system (8.47)
can be written in a compact form as

φ̇F (t)=
(
IM ⊗ (B1B

T
2 +B2K1)+L1 ⊗B2K2

)
φF (t)

+ (L2 ⊗B2K2)φE(t),
(8.52)

φ̇E(t)=
(
IN−M⊗(B1B

T
2 +B2K1)+L3⊗B2K3

)
φE(t)

− (L3 ⊗B2K3)hE(t).
(8.53)

Let λi (i ∈ E) be the eigenvalue of the matrix L3, where λM+1 = 0 with
the associated eigenvector ūM+1 = 1 and 0 < Re(λM+2) ≤ · · · ≤ Re(λN ).
There exists a non-singular matrix UE = [ūM+1, ūM+2, . . . , ūN ] with U−1

E =
[ũHM+1, ũ

H
M+2, . . . , ũ

H
N ]H such that U−1

E L3UE = JE , where JE is the Jordan
canonical form of L3. By the structure of UE , JE has the form of JE =
diag{0, J̄E}, where J̄E consists of Jordan blocks corresponding to λi (i =
M+2,M+3, . . . , N). Let ŨE = [ũHM+2, ũ

H
M+3, . . . , ũ

H
N ]H . Define UF ∈ CM×M

as a non-singular matrix such that U−1
F L1UF = ΛF , where ΛF is an upper-

triangular matrix with diagonal entries λi (i = 1, 2, . . . ,M) and Re(λ1) ≤
Re(λ2) ≤ · · · ≤ Re(λM ).

Lemma 8.3 ([125]). The system Ẋ = MX, where M is a 2 × 2 complex
matrix with characteristic polynomial f(s) = s2 + a1s+ a2, is asymptotically
stable if and only if Re(a1) > 0 and Re(a1)Re(a1ā2)− Im(a2)2 > 0.

The following theorem gives sufficient conditions for UAV swarm system
(8.47) under the proposed protocols to achieve formation-containment.

Theorem 8.2. UAV swarm system (8.47) under protocols (8.50) and (8.51)
achieves formation-containment if the following conditions hold simultane-
ously
(i) For any i ∈ E and j ∈ Ni, the desired formation satisfies the following
formation feasibility constraint

lim
t→∞

(
(B1B

T
2 +B2K1)(hi(t)−hj(t))−(ḣi(t)−ḣj(t))

)
=0; (8.54)

(ii) For any i ∈ {M + 2,M + 3, . . . , N}, it holds that{
k12 + Re(λi)k32 < 0,
(k12 + Re(λi)k32) Ψi + Im(λi)

2k2
31 < 0,

(8.55)

where Ψi = k12k11 − Re(λi) (k12k31 + k11k32) + (Re(λi)
2

+ Im(λi)
2
)k31k32;

(iii) For any i ∈ F , one can obtain that{
k12 + Re(λi)k22 < 0,
(k12 + Re(λi)k22) Ψi + Im(λi)

2k2
21 < 0,

(8.56)

where Ψi = k12k11 − Re(λi) (k12k21 + k11k22) + (Re(λi)
2

+ Im(λi)
2
)k21k22.
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Proof. Let φ̄i(t) = φi(t) − hi(t) (i ∈ E) and φ̄E(t) = [φ̄TM+1(t), φ̄TM+2(t), . . . ,
φ̄TN (t)]T . Then, the system (8.53) can be rewritten as

˙̄φE(t)=
(
IN−M⊗(B1B2

T+B2K1)+L3 ⊗B2K3

)
φ̄E(t)

+
(
IN−M ⊗ (B1B2

T +B2K1)
)
hE(t)

− (IN−M ⊗ I2)ḣE(t).

(8.57)

Let θE(t) = (ũM+1 ⊗ I2)φ̄E(t) and ζE(t) = (ŨE ⊗ I2)φ̄E(t), then the system
(8.57) can be transformed into

θ̇E(t) =
(
B1B2

T +B2K1

)
θE(t)

+
(
ũM+1 ⊗ (B1B2

T +B2K1)
)
hE(t)

− (ũM+1 ⊗ I2)ḣE(t),

(8.58)

ζ̇E(t)=
(
IN−M−1⊗(B1B2

T+B2K1)+J̄E ⊗B2K3

)
ζE(t)

+(ŨE⊗(B1B2
T+B2K1))hE(t)−(ŨE⊗I2)ḣE(t).

(8.59)

If condition (i) holds, there is

lim
t→∞

((
L3⊗(B1B2

T+B2K1)
)
hE(t)−(L3⊗I) ḣE(t)

)
=0. (8.60)

Substituting L3 = UEJEU
−1
E into (8.60) and then pre-multiplying the both

sides of (8.60) by U−1
E ⊗ I2 yields

lim
t→∞

((
J̄EŨE ⊗ (B1B2

T +B2K1)
)
hE(t)

−
(
J̄EŨE ⊗ I2

)
ḣE(t)

)
= 0.

(8.61)

Because GE has a spanning tree, by Lemma 2.2 and the structure of JE , J̄E
is nonsingular. Pre-multiplying the both sides of (8.61) by J̄−1

E ⊗ I2, one has

lim
t→∞

((
ŨE⊗(B1B2

T+B2K1)
)
hE(t)−

(
ŨE⊗I2

)
ḣE(t)

)
=0. (8.62)

Consider the following N −M − 1 subsystems

˙̄ζi(t) =
(
B1B2

T +B2K1 + λiB2K3

)
ζ̄i(t), (8.63)

where i = M + 2,M + 3, . . . , N . The characteristic polynomial of subsystems
(8.63) are fi(s) = s2 − (k12 + λik32)s − (k11 + λik31). If condition (ii) holds,
by Lemma 8.3, it can be obtained that the N −M − 1 subsystems described
by (8.63) are asymptotically stable. Based on (8.63) and the structure of J̄E ,
it holds that the system described by

˙̃
ζE(t)=

(
IN−M−1⊗(B1B2

T+B2K1)+J̄E⊗B2K3

)
ζ̃E(t), (8.64)
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is asymptotically stable. From (8.59), (8.62) and (8.64), one gets that

lim
t→∞

ζE(t) = 0. (8.65)

Define

φ̄EC(t) = 1⊗ θE(t), (8.66)

φ̄EC̄(t) = φ̄E(t)− φ̄EC(t). (8.67)

Let e1 ∈ RN−M be a vector with 1 as its first component and 0 elsewhere.
Because [θHE (t), 0]H = e1 ⊗ θE(t) and UEe1 = 1, one has

φ̄EC(t) = (UE ⊗ I)[θHE (t), 0]H . (8.68)

Note that φ̄E(t) = (UE ⊗ I)[θHE (t), ζHE (t)]H . From (8.66) and (8.67), it holds
that

φ̄EC̄(t) = (UE ⊗ I)[0, ζHE (t)]H . (8.69)

Since UE ⊗ I is nonsingular, from (8.68) and (8.69), one gets that φ̄EC(t) and
φ̄EC̄(t) are linearly independent. Therefore, it follows from (8.65), (8.67) and
(8.69) that

lim
t→∞

(
φ̄E(t)− 1⊗ θE(t)

)
= 0, (8.70)

that is

lim
t→∞

(φi(t)− hi(t)− θE(t)) = 0 (i ∈ E). (8.71)

From (8.71), one gets that UAV swarm system (8.53) achieves the predefined
time-varying formation specified by hE(t).

Let
ϕi(t) =

∑
j∈Ni

wij (φi(t)− φj(t)) (i ∈ F ),

and ϕF (t) = [ϕT1 (t), ϕT2 (t), . . . , ϕTM (t)]T , then one gets

ϕF (t) = (L1 ⊗ I2)φF (t) + (L2 ⊗ I2)φE(t). (8.72)

From (8.52), (8.53) and (8.72), it can be obtained that

ϕ̇F (t)=
(
IM⊗(B1B2

T+B2K1)+(L1⊗B2K2)
)
ϕF (t)

+ ((L2L3)⊗ (B2K3)) (φE(t)− hE(t)) .
(8.73)

Let ϕ̄F (t) = (U−1
F ⊗ I)ϕF (t) = [ϕ̄H1 (t), ϕ̄H2 (t), . . . , ϕ̄HM (t)]H . Then system

(8.73) can be transformed into

˙̄ϕF (t)=
(
IM⊗(B1B2

T+B2K1)+(ΛF ⊗B2K2)
)
ϕ̄F (t)

+
(
(U−1

F L2L3)⊗ (B2K3)
)

(φE(t)− hE(t)) .
(8.74)
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When the leaders achieve time-varying formation hE(t), there is

lim
t→∞

(L3 ⊗ (B2K3)) (φE(t)− hE(t))

= lim
t→∞

(L3 ⊗ (B2K3)) (1⊗ r(t)) (8.75)

Since L31 = 0, one has

lim
t→∞

(
(U−1

F L2L3)⊗ (B2K3)
)

(φE(t)− hE(t)) = 0. (8.76)

With a similar analysis as for system (8.64), it can be verified that if condition
(iii) holds, then IM ⊗ (B1B2

T +B2K1) + (ΛF ⊗B2K2) is Hurwitz. Therefore,
limt→∞ϕ̄F (t) = 0. Since UF is nonsingular, one has

lim
t→∞

ϕF (t) = 0. (8.77)

It follows from (8.72) and (8.77) that

lim
t→∞

(
φF (t)−

(
−L−1

1 L2 ⊗ I2
)
φE(t)

)
= 0. (8.78)

Based on Lemma 8.2, from (8.71) and (8.78), one gets that UAV swarm system
(8.47) under protocols (8.50) and (8.51) achieves formation-containment. The
proof of Theorem 8.2 is completed.

Remark 8.6. In the theoretical analysis, for simplicity of description, the
dimension n is assumed to be 1. It should be pointed out that all the results
in Theorem 8.2 can be extended to the higher dimensional space directly by
using the Kronecker product. Theorem 8.2 presents sufficient conditions for
UAV swarm system (8.47) with directed topologies under protocols (8.50) and
(8.51) to achieve formation-containment. From (8.54), one gets that not all
the formation can be achieved by UAV swarm system (8.47), and the desired
formation should satisfy the formation feasibility constraint (8.54) determined
by the dynamics of each UAV. Moreover, the application of K1 can expand the
feasible formation set.

Remark 8.7. It should be pointed out that the formation reference function
r(t) is a representation of the macroscopic movement of the whole formation-
containment. From (8.48) and (8.71), one gets that limt→∞(θE(t)−r(t)) = 0,
which means that the formation reference is determined by θE(t). By solving
the differential equation (8.58), an explicit expression of the formation refer-
ence r(t) can be obtained. Moreover, from (8.58), one gets that the motion
modes of the formation reference can be specified by assigning the eigenvalues
of B1B2

T +B2K1 at the desired locations in the complex plane using K1.

It is proved that the states of followers can converge to the convex hull
formed by those of leaders in Theorem 8.2. Furthermore, the following theorem
shows the explicit relationship among the states of followers, the time-varying
formation of the leaders, and the formation reference.
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Theorem 8.3. If conditions (i), (ii) and (iii) in Theorem 8.2 are satis-
fied, UAV swarm system (8.47) under protocols (8.50) and (8.51) achieves
formation-containment, and the states of followers satisfy

lim
t→∞

φi(t)− N∑
j=M+1

lijhj(t)− θE(t)

 = 0, (8.79)

where i ∈ F and lij is the entries of −L−1
1 L2.

Proof. If conditions (i), (ii) and (iii) in Theorem 8.2 are satisfied, it holds
that UAV swarm system (8.47) under protocols (8.50) and (8.51) achieves
formation-containment. From the proof of Theorem 8.2, one gets that (8.70)
and (8.78) hold. From (8.70) and (8.78), one has

lim
t→∞

(
φF (t)−

(
−L−1

1 L2⊗I2
)

(hE(t)+1⊗ θE(t))
)
=0. (8.80)

It follows from Lemma 8.2 that

−L−1
1 L21 = 1. (8.81)

From (8.80) and (8.81), it can be obtained that

lim
t→∞

(
φF (t)−

(
−L−1

1 L2 ⊗ I2
)
hE(t)−1⊗ θE(t)

)
=0, (8.82)

which means that (8.79) holds. This completes the proof of Theorem 8.3.

Theorem 8.3 shows that the states of followers are jointly determined by
the topology, the time-varying formation hE(t) and the formation reference.
From (8.79), one gets that the states of followers keep a time-varying formation
specified by the convex combination of the formation hE(t) for the leaders with
respect to r(t).

From Theorems 8.2 and 8.3, one gets that the state θE(t) of subsystem
(8.58) determines the formation reference function r(t) which represents the
macroscopic movement of the whole formation-containment. Gain matrix K1

can be chosen to satisfy the formation feasibility constraint (8.54) or specify
the motion modes of the formation reference r(t) by assigning the eigenvalues
of B1B2

T + B2K1 at the desired locations in the complex plane. After K1

is chosen, the following theorem provides an approach to determine the gain
matrices K2 and K3.

Theorem 8.4. If condition (i) in Theorem 8.2 holds, then UAV swarm system
(8.47) achieves formation-containment by protocols (8.50) and (8.51) with
K2 = −α[Re(λ1)]−1R−1BT2 P and K3 = −β[Re(λM+2)]−1R−1BT2 P , where
α > 0.5 and β > 0.5 are given constants, and P is the positive definite solution
to the algebraic Riccati equation

P (B1B2
T +B2K1) + (B1B2

T +B2K1)TP − PB2R
−1BT2 P + I = 0, (8.83)

with RT = R > 0.



Experiments on Formation Tracking for UAV and UGV Swarm Systems 225

Proof. Since (B1B
T
2 , B2) is stabilizable and (I,B1B

T
2 ) is observable, for any

given RT = R > 0, algebraic Riccati equation (8.83) has a unique solution
PT = P > 0. Firstly, consider the stabilities of the N −M − 1 subsystems
described by (8.63). Construct the following Lyapunov function candidates

Vi(t) = ζ̄Hi (t)P ζ̄i(t) (i = M + 2,M + 3, . . . , N). (8.84)

Taking the derivative of Vi(t) along the trajectories of subsystems (8.63) gives

V̇i(t)=ζ̄Hi (t)
(
(B1B2

T+B2K1)
T
P+P (B1B2

T+B2K1)
)
ζ̄i(t)

+ ζ̄Hi (t)
(
λHi (B2K3)

T
P + λiPB2K3

)
ζ̄i(t).

(8.85)

Substituting K3 = −β[Re(λM+2)]−1R−1BT2 P and

P (B1B2
T+B2K1) + (B1B2

T+B2K1)TP=PB2R
−1BT2 P−I

into (8.85) one has

V̇i(t)=−ζ̄Hi (t)ζ̄i(t)+(1−2β[Re(λM+2)]−1Re(λi))ζ̄
H
i (t)(PB2R

−1BT2 P )ζ̄i(t).

(8.86)

Since 1−2β[Re(λM+2)]−1Re(λi) < 0, it follows from (8.86) that limt→∞ζ̄i(t) =
0, which means that the N−M−1 subsystems described by (8.63) are asymp-
totically stable. Since condition (i) is satisfied, one gets limt→∞ζE(t) = 0.
With a similar analysis as for subsystems (18), it can be verified that
K2 = −α[Re(λ1)]−1R−1BT2 P can guarantee that B1B2

T + B2K1 + λiB2K2

(i ∈ F ) is Hurwitz, which means that IM ⊗(B1B2
T +B2K1)+(ΛF ⊗B2K2) is

Hurwitz. From the proof of Theorem 8.2, one can conclude that UAV swarm
system (8.47) achieves formation-containment by protocols (8.50) and (8.51).
This completes the proof of Theorem 8.4.

From (8.83), one sees that to determine the gain matrices K2 and K3, only
an algebraic Riccati equation needs to be solved. Moreover, the existence of K2

and K3 can be guaranteed. Therefore, the approach to design the formation-
containment protocols (8.50) and (8.51) in this section is quite practical.

8.3.3 Simulation and Experimental Results

In this subsection, firstly a quadrotor formation-containment platform with
five quadrotors is introduced. Then, both a numerical simulation and a practi-
cal experiment are carried out on the quadrotor formation-containment plat-
form with five quadrotors in Example 8.1. Moreover, to demonstrate the scal-
ability of the obtained results, a simulation result with six leaders and eight
followers in the three dimensional space is given as Example 8.2. Due to the
quantity limitation of the quadrotor UAVs in the lab, experimental results are
not presented in Example 8.2.
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FIGURE 8.12: Quadrotor formation-containment platform.

The quadrotor formation-containment platform consists of 5 quadrotors
equipped with onboard flight control systems (FCS) and a ground control
station (GCS), as shown in Fig. 8.12. The hardware of the quadrotor is de-
veloped based on the frame of the commercial X650V from Xaircraft with
a tip-to-tip wingspan of 65cm, a battery life of 12 minutes and a maximum
take-off weight of 1800g. The FCS is developed based on a TMS320F28335
DSP with a clock frequency of 135MHz. The attitude and acceleration of the
quadrotor are estimated by three one-axis gyroscopes, a three-axis accelerom-
eter and a three-axis magnetometer. A GPS module with an accuracy of 1.2m
CEP is employed to obtain the position and velocity of the quadrotor with an
output rate of 10Hz. The height of the quadrotor is measured by an ultrasonic
range finder for the near the ground case or a barometer for the far away from
the ground case. A 2GB micro SD card is mounted onboard for data logging.
Zigbee modules are employed in each quadrotor and the GCS for data trans-
mission. A RC receiver is kept in each quadrotor to deal with the emergency
situation. The GCS is developed based on Labview 8.2.1 in Windows environ-
ment by which the flight parameters of all quadrotors can be monitored and
control commands can be sent to quadrotors. Fig. 8.13 describes the hardware
structure of the quadrotor formation-containment platform.

Example 8.1. Simulation and experiment with five quadrotors

The formation-containment control is implemented in the horizontal plane
(n = 2); that is, movements of followers and leaders along X and Y axes
are controlled by the formation-containment protocols (8.50) and (8.51) re-
spectively with a rate of 5Hz. The height of each quadrotor is specified to be
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FIGURE 8.13: Hardware structure of the quadrotor formation-containment
platform.

constant. The pitch, roll and yaw angles of each quadrotor are controlled by
three decoupled PD controllers shown in [160] with a rate of 500Hz respec-
tively as the inner loop. Using the Kronecker product, the dynamics of the
quadrotor swarm system in two-dimensional space can be described by (8.47)
with φi(t) = [xiX(t), viX(t), xiY (t), viY (t)]

T , ui(t) = [uiX(t), uiY (t)]
T (i =

1, 2, . . . , N), B1 = I2 ⊗ [1, 0]T , B2 = I2 ⊗ [0, 1]T and hi(t) = [hixX(t), hivX(t),
hixY (t), hivY (t)]

T (i ∈ E).
Quadrotors 1 and 2 are assigned as followers while quadrotors 3, 4 and 5

are specified to be leaders; that is, M = 2 and N = 5. The directed interaction
topology of the quadrotor swarm system is shown in Fig. 8.14. For simplicity,
the interaction topology is 0-1 weighted.

FIGURE 8.14: Directed interaction topology G1.
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The three leaders are required to achieve a formation specified by

h3(t) =

⎡
⎢⎢⎣

10
0
0
0

⎤
⎥⎥⎦ , h4(t) =

⎡
⎢⎢⎣

10 cos(2π/3)
0

10 sin(2π/3)
0

⎤
⎥⎥⎦ ,

h5(t) =

⎡
⎢⎢⎣

10 cos(4π/3)
0

10 sin(4π/3)
0

⎤
⎥⎥⎦ .

If hi(t) (i = 3, 4, 5) are achieved, then the positions of three leaders keep a
regular triangle with edge 10

√
3m while the velocities converge to a common

value. Moreover, the positions of the two followers are required to converge
to the triangle formation formed by those of the leaders, and the velocities of
the followers reach an agreement with those of the leaders.

xiX(t) (m)

x
iY
(t
)
(m

)

(a) Positions (b) Velocities

FIGURE 8.15: Position and velocity trajectories for five quadrotors in sim-
ulation.

Due to the limitation of flight space and the requirement of performing the
experiment within a visual range, the motion modes of the formation refer-
ence r(t) are designed to be stable by choosing K1 = I2 ⊗ [0,−0.6] to specify
the eigenvalues of B1B2

T + B2K1 at 0, 0, −0.6 and −0.6. In this configura-
tion, when the desired formation-containment is achieved, the five quadrotors
will be stationary. Let K2 = I2 ⊗ [−0.5,−0.8] and K3 = I2 ⊗ [−0.8,−0.8]. It
can be verified that the conditions in Theorem 8.2 are satisfied. Choose the
initial states for all the quadrotors as φ1(0) = [3.23,−0.04, 7.38,− 0.01]

T
,

φ2(0) = [4.12,−0.01,−4.34,− 0.19]
T
, φ3(0) = [6.62,−0.26, 1.32, 0.13]T ,

φ4(0) = [−5.66, 0.20, 5.86, 0.14]T and φ5(0) = [−3.66, 0.04,−6.57, 0.08]T .
Figs. 8.15 and 8.16 show the position and velocity trajectories of the five

quadrotors in the simulation and experiment within 75s, where the initial
states of the quadrotors are marked by “◦” and the final states of leaders and
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)
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)

(a) Positions

(b) Velocities

FIGURE 8.16: Position and velocity trajectories for five quadrotors in ex-
periment.

followers are denoted by “�” and “∗”, respectively. Moreover, the convex hull
formed by leaders is marked by solid lines. Fig. 8.17 shows an image of the
formation-containment.

Let the formation error eE(t) = φE(t)−hE(t)−1⊗θE(t) and the contain-
ment error eC(t) = φF (t)− (−L−1

1 L2 ⊗ I6)φE(t). The curves of the formation
error eE(t) for the leader quadrotors and the containment error eC(t) for
the follower quadrotors in simulation and experiment are depicted in Figs.
8.18 and 8.19, respectively. From Figs. 8.15(a) and 8.16(a), one sees that
the positions of leaders keep the desired regular triangle formation and the
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FIGURE 8.17: Formation-containment image for five quadrotors in experi-
ment.

t(s)

‖e
E
(t
)‖

(a) Formation error

t(s)

‖e
C
(t
)‖

(b) Containment error

FIGURE 8.18: Curves of the formation error for the leader quadrotors and
the containment error for the follower quadrotors in simulation.

positions of followers stay in the convex hull formed by those of the lead-
ers in both the simulation and the experiment. Figs. 8.15(b) and 8.16(b)
show that all the velocities of the quadrotors reach an agreement. Therefore,
the predefined formation-containment for the five quadrotors are achieved
in both the simulation and experiment. It should be pointed out that due
to the existence of wind in the experiment, there is a drift in the posi-
tion of the five quadrotors. However, the formation-containment is still re-
alized under the disturbance of the wind. The video of the experiment can
be found at http://v.youku.com/v_show/id_XNzA5ODc3NjA4.html.html. or
https://www.youtube.com/watch?v=-amro6wFOxY.

Example 8.2. Simulation with fourteen quadrotors

Assume that there are eight followers and six leaders in the quadrotor

http://v.youku.com
https://www.youtube.com
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FIGURE 8.19: Curves of the formation error for the leader quadrotors and
the containment error for the follower quadrotors in experiment.

swarm system with directed interaction topology G2 as shown in Fig. 8.20.
These agents move in the three dimensional space (i.e., the XY Z space).
Using the Kronecker product, the dynamics of the quadrotor swarm sys-
tem in three dimensional space can be described by (8.47) with φi(t) =
[xiX(t), viX(t), xiY (t), viY (t), xiZ(t), viZ(t)]

T , ui(t) = [uiX(t), uiY (t), uiZ(t)]
T

(i = 1, 2, . . . , N), B1 = I3 ⊗ [1, 0]T , B2 = I3 ⊗ [0, 1]T and hi(t) =
[hixX(t), hivX(t), hixY (t), hivY (t), hixZ(t), hivZ(t)]

T (i ∈ E). The leaders are
required to achieve the following time-varying formation:

hi(t)=

⎡
⎢⎢⎢⎢⎢⎢⎣

50 cos (0.5t+ (i− 9)π/3)
−25 sin (0.5t+ (i− 9)π/3)

25
√
2 sin (0.5t+ (i− 9)π/3)

12.5
√
2 cos (0.5t+ (i− 9)π/3)

−25
√
2 sin (0.5t+ (i− 9)π/3)

−12.5
√
2 cos (0.5t+ (i− 9)π/3)

⎤
⎥⎥⎥⎥⎥⎥⎦ (i = 9, 10, . . . , 14).

FIGURE 8.20: Directed interaction topology G2.
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(a) Positions

(b) Velocities

FIGURE 8.21: Position and velocity trajectories for fourteen quadrotors
within t = 80s.

From hE(t), one gets that if the predefined formation is realized, both
the positions and velocities of the six leaders will keep a regular hexagon
formation while keep rotating around the formation reference with a velocity
of 0.5rad/s. The motion modes of the formation reference can be designed
to be oscillating by choosing K1 = I3 ⊗ [−0.25, 0] to specify the eigenvalues
of B1B2

T + B2K1 at 0.5j, 0.5j, 0.5j, −0.5j, −0.5j and −0.5j (j2 = −1). In
this case, the whole formation-containment will move periodically. It can be
verified that condition (i) in Theorem 8.2 is satisfied. Choose α = 0.6 and
β = 0.55. Using the approach in Theorem 8.4, K2 and K3 can be obtained as
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(a) Positions (b) Velocities

FIGURE 8.22: Snapshots of position and velocity trajectories at t = 70s.

(a) Formation error (b) Containment error

FIGURE 8.23: Curves of the formation error for the leaders and the con-
tainment error for the followers.

K2 = I3⊗[−0.6435,−1.3191] andK3 = I3⊗[−0.8589,−1.7605]. For simplicity,
the initial position components and velocity components of each UAV are
given by 30(Θ− 0.5), where Θ is a pseudorandom value distributed in (0,1).

Fig. 8.21 shows the numerical simulation results of the fourteen quadrotors
within t = 80s, where the initial states are marked by “◦”, the final states of
followers are represented by “∗”, the final states of the leaders are denoted
by “•”, “�”, “�”, “�”, “x”, and hexagram respectively, and the final states
of the formation reference are marked by the pentagram. Fig. 8.22 shows the
snapshots of position and velocity trajectories at t = 70s. Fig. 8.23 gives the
curves of the formation error eE(t) and the containment error eC(t). From
Figs. 8.21–8.23, the following phenomena can be found: 1) both the position
and velocity components of leaders form the regular hexagon formation; 2)
the regular hexagon formation keep rotating around the oscillating formation
reference; and 3) the states of followers not only converge to the convex hull
spanned by those of the leaders but also form hexagon formation. Therefore,
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the desired formation-containment is achieved by the UAV swarm systems in
the three dimensional space.

8.4 Time-varying Formation Tracking for UAV-UGV
Heterogeneous Swarm Systems

In this section, time-varying formation tracking problems for UAV-UGV
heterogeneous swarm systems are studied. Based on the distributed observer
for the virtual leader, a formation tracking controller is proposed and an al-
gorithm to design the control parameters is given. Then, the proposed control
approach is applied to air-ground cooperative reconnaissance scene, where
both simulation and experiment results are presented to verify the effective-
ness of the theoretical results.

8.4.1 Problem Description

Consider a UAV-UGV heterogeneous swarm system composed of N vehi-
cles, where FA and FG denote the UAV set and the UGV set, respectively.
As discussed in Section 2.6, the dynamics models of UAVs and UGVs can be
described by {

ẋi = Aixi +Biui,

yi = Cixi,
(8.87)

where xi ∈ Rni , ui ∈ Rmi , and yi ∈ Rp (i = 1, 2, · · · , N) denote the state,
control input, and output vectors, respectively. Since the height channel of a
quadrotor UAV can be controlled separately, formation tracking problems for
UAVs and UGVs in the horizontal plane (i.e., the XY plane) are considered in
this section. Specifically, for the i-th UAV (i ∈ FA ), it can be verified that xi =

[pXi, vXi, pY i, vY i]
T , ui = [uXi, uY i]

T , yi = [pXi, pY i]
T , Ai = I2 ⊗

[
0 1
0 0

]
,

Bi = I2 ⊗

[
0

1

]
, and Ci = I2 ⊗

[
1 0

]
. For the i-th UGV (i ∈ FG), we can

obtain that xi = [pXi, pY i]
T , ui = [uXi, uY i]

T , yi = [pXi, pY i]
T , Ai = I2 ⊗ [0],

Bi = I2, and Ci = I2.
A virtual leader labelled by 0 is introduced to generate the macroscopic

reference trajectory of the heterogeneous swarm system (8.87). The dynamics
model of the virtual leader is described by{

q̇0 = A0q0,

y0 = C0q0,
(8.88)
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where q0 ∈ R4 and y0 ∈ R2 represent the state and output of the virtual
leader, respectively. In detail, for UAV and UGV swarm system in this section,
y0 = [pX0, pY 0]T denotes the position of the virtual leader in the XY plane.

Let h = [hT1 , h
T
2 , . . . , h

T
N ]T , where hi ∈ R4 denotes the desired offset vector

relative to q0 for follower i (i ∈ {1, 2, . . . , N}). Define hyi = C0hi as the desired
time-varying output formation vector, and it is required that hyi is piecewise
continuously differentiable.

Definition 8.6. For the heterogeneous swarm system (8.87) with the virtual
leader (8.88), for any bounded initial system, if

lim
t→∞

(yi − hyi − y0) = 0, (8.89)

then heterogeneous UAV and UGV swarm system is said to achieve the desired
time-varying output formation tracking.

Let the graph G denote the interaction topology among the heterogeneous
swarm system (8.87) and the virtual leader (8.88). The virtual leader only
sends out information, and the UAVs and UGVs are regarded as followers.

Assumption 8.4. The graph G has a spanning tree rooted by the virtual
leader.

Under Assumption 8.4, the Laplacian matrix L can be divided as L =[
0 0
L2 L1

]
, where L2 ∈ RN×1 and L1 ∈ RN×N . It follows from Lemma 2.2

that all eigenvalues of L1 have positive real parts.

Assumption 8.5. The regulator equations{
XiA0 = AiXi +BiUi

0 = CiXi − C0

(8.90)

have solution pairs (Xi, Ui), i = 1, 2, . . . , N .

8.4.2 Formation Tracking Controller Design

For the i-th follower UAV or UGV, consider the following time-varying
formation tracking controller:

˙̂qi = A0q̂i − η
[
wi0 (q̂i − q0) +

∑M+N

j=1
wij (q̂i − q̂j)

]
,

ui = K1ixi +K2i (q̂i + hi) + ri,

(8.91)

where η is a positive constant to be determined, K1i and K2i are constant
gain matrices to be designed, q̂i is the distributed estimation state on q0 of
the i-th follower, and ri is the time-varying formation tracking compensation
input to expand the feasible formation set.

The following algorithm is given to design the formation controller (8.91).
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Algorithm 8.2. The time-varying formation tracking controller (8.91) can
be determined by the following four steps.

Step 1. Choose Xi and Ui (i = 1, 2, . . . , N) such that the regulator equa-
tions (8.90) hold.

Step 2. For each UAV or UGV, check the following formation tracking
feasibility condition:

Xi

(
A0hi − ḣi

)
+Biri = 0. (8.92)

If there exist ri (i = 1, 2, . . . , N) such that the feasible condition (8.92) holds
for each follower, then continue. Otherwise the given formation hi is not fea-
sible under the controller (8.91) and the algorithm stops.

Step 3. Select K1i to make Ai+BiK1i Hurwitz and let K2i = Ui−K1iXi.

Step 4. Choose sufficiently large η such that η > Rmax(A0)
Rmin(L1) , where

Rmax (A0) denotes the maximum of real part of eigenvalues of A0 and
Rmin (L1) represents the minimum of real part of eigenvalues of L1.

Similar to Theorems 5.1 and 5.2, we can prove that the desired formation
tracking can be achieved by heterogeneous swarm system under the proposed
controller (8.91). Thus, the detailed proof of the following theorem is omitted.

Theorem 8.5. Suppose that Assumptions 8.4 and 8.5 hold. If the formation
tracking feasibility condition (8.92) is satisfied, then heterogeneous swarm sys-
tem (8.87) and (8.88) can realize the expected time-varying output formation
tracking under the distributed controller (8.91) determined by Algorithm 8.2.

8.4.3 Simulation and Experimental Results

In this subsection, a heterogeneous swarm system composed of one UGV
and two UAVs is considered. The UAVs are labelled by 1 and 2, and the UGV
is denoted by 3, i.e., FA = {1, 2} and FG = {3}. The directed graph G is
shown in Fig. 8.24. For UAVs 1 and 2, the system matrices in (8.87) are set

as Ai = I2 ⊗
[

0 1
0 0

]
, Bi = I2 ⊗

[
0

1

]
, and Ci = I2 ⊗

[
1 0

]
(i ∈ FA). For

UGV 3, we can get Ai = I2 ⊗ [0], Bi = I2, and Ci = I2 (i ∈ FG). Moreover,

the model (8.88) of the virtual leader is chosen as A0 = I2 ⊗
[

0 1
0 0

]
and

C0 = I2 ⊗
[

1 0
]

in this example.
Firstly, simulation results on formation tracking control for the UAV-UGV

swarm system are given. Air-ground cooperative reconnaissance scene is con-
sidered, where the UGV is required to track the virtual leader precisely and
the UAVs need to rotate around the virtual leader. To specify this relative
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FIGURE 8.24: Directed graph.

movement relationship, the desired offset vectors hi can be chosen as

h1 = [r1 cos(ωt),−r1ω sin(ωt), r1 sin(ωt),−r1ω cos(ωt)]T ,

h2 = [r2 cos(ωt+ π),−r2ω sin(ωt+ π), r2 sin(ωt+ π),−r2ω cos(ωt+ π)]T ,

h3 = [0, 0, 0, 0]T ,

where ri (i ∈ FA) denotes the radius of rotation and ω represents the rotation
speed. In this simulation, choose r1 = 1.5m, r2 = 3m, and ω = 0.5rad/s.
Besides, since the height channel of a quadrotor can be controlled separately,
UAV-1 and UAV-2 are required to fly at a constant height 5m.

Based on Algorithm 8.2, design the control parameters in the formation
tracking controller (8.91). Choose the following matrices Xi and Ui such that
the regulator equations (8.90) hold:

X1 = I4, U1 = 02×4,

X2 = I4, U2 = 02×4,

X3 = I2 ⊗ [ 1 0 ], U3 = I2 ⊗ [ 0 1 ].

For the given vectors hi, we can verify that the formation feasibility condition
(8.92) holds for all followers, and the formation tracking compensation inputs
can be designed as

v1(t) = [−r1ω
2 cos(ωt),−r1ω

2 sin(ωt)]T ,

v2(t) = [−r
2
ω2 cos(ωt+ π),−r2ω

2 sin(ωt+ π)]T ,

v3(t) = 0.

Moreover, the gain matrices K1i and K2i are set as K11 = I2 ⊗
[
−2 −2

]
,

K21 = I2 ⊗
[

2 2
]
, K12 = I2 ⊗

[
−2 −2

]
, K22 = I2 ⊗

[
2 2

]
, K13 =

−0.5I2, and K23 = I2⊗ [ 0.5 1 ]. Let η = 1. The initial position and velocity
of UAVs and UGV are generated by random numbers. The initial position and
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FIGURE 8.25: Position trajectories of heterogeneous swarm system in the
XY Z space.

velocity of the virtual leader are chosen as (0m, 0m) and (0.2m/s, 0.2m/s),
respectively.

Fig. 8.25 shows the position trajectories of heterogeneous swarm system
in the XY Z space, where the virtual leader is denoted by asterisk, and UAV-
1, UAV-2, and UGV-3 are represented by square, triangle, and circle, re-
spectively. Fig. 8.26 gives the projection trajectories of the swarm system
in the XY plane. Define the time-varying output formation tracking error as
ei = yi−hyi−y0 (i ∈ {1, 2, 3}). Fig. 8.27 depicts the curves of ‖ei‖. From Figs.
8.25-8.27, we can see that the heterogeneous UAV and UGV swarm system
can achieve the desired time-varying formation tracking under the proposed
controller.

In the following, experiment results on formation tracking control for UAV-
UGV heterogeneous swarm system will be given. As shown in Fig. 8.28, the
experiment platform is composed of two UAVs, one UGV, a ground con-
trol station (GCS), an indoor UWB positioning system, and a WIFI router.
The GCS is only applied to monitor running status and collect experimental
data of vehicles and does not directly participate in formation operation. Four
UWB base stations are installed around the flight arena and one UWB label is
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FIGURE 8.26: Projection position trajectories of heterogeneous swarm sys-
tem in the XY plane.

attached on each UAV or UGV. Using this system, the position information in
horizontal plane can be obtained with an accuracy of 10cm at a frequency of
50Hz. Each UAV and UGV can run the proposed formation tracking controller
(5) by using the onboard processor and obtain the distributed estimator in-
formation of neighbouring robots through WIFI communication. The system
structures of UAV and UGV are shown in Figs. 8.29 and 8.30, respectively.

A collaborative reconnaissance task using one UGV and two UAVs is car-
ried out in the experiment by using the proposed formation tracking approach.
When the reconnaissance task starts, two UAVs will take off from the UGV
and fly at constant heights. Then, UAV and UGV heterogeneous system is
required to achieve the desired time-varying formation tracking, where two
UAVs will rotate around the UGV with different radii. Meanwhile, the cam-
era in each UAV will look down to search the target.

The desired time-varying formation in the experiment has the same struc-
ture as the simulation example, i.e., the UGV is required to track the vir-
tual leader precisely and the UAVs need to rotate around the virtual leader.
For UAV-1 and UAV-2, choose r1 = 1.7m, r2 = 2.1m, and ω = 0.1
rad/s. Using Algorithm 8.2 to design the formation controller (8.91), choose
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FIGURE 8.27: Time-varying formation tracking errors of heterogeneous
swarm system.

K11 = I2 ⊗
[
−1 −1

]
, K21 = I2 ⊗

[
1 1

]
, K12 = I2 ⊗

[
−1 − 1

]
,

K22 = I2 ⊗
[

1 1
]
, K13 = −0.1I2, and K23 = I2 ⊗ [ 0.1 1 ]. The initial

velocities of UGV and UAVs are set to zero. The virtual leader is required to
do uniform linear motion with the initial position (5.5m, 4.0m) and the initial
velocity (0m/s, 0.05m/s) in the XY plane. The other parameters are selected
to be the same as the simulation example.

Fig. 8.31 shows the position trajectories within 150s in the XY plane of
UGV and UAVs in the experiment, where the UAV-1 and UAV-2 are de-
noted by square and triangle respectively, and the UGV-3 is represented by
circle. The time-varying formation tracking errors ‖ei‖ (i = 1, 2, 3) of the
UAVs and UGV are given in Fig. 8.32. Moreover, Fig. 8.33 gives a captured
image of the UAV-UGV swarm system during the experiment. From Figs.
8.31-8.33, we can conclude that the desired time-varying formation tracking
is realized by the heterogeneous UAV-UGV swarm system under the pro-
posed controller in the experiment. Due to the positioning error of UWB
system, the control error of vehicles, and so on, the small formation tracking
errors in Fig. 8.32 are reasonable and acceptable for practical applications.
The experiment video is shown at youtube.com/watch?v=zrMvz8sgHOI or
v.youku.com/v_show/id_XNTgwMTU1NDQyNA.
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FIGURE 8.28: UAV and UGV formation experiment platform.

8.5 Conclusions

The formation tracking approaches proposed in the previous chapters were
applied to the practical cooperative experiment platforms composed of UAVs
and UGVs in this chapter. How to modify the general formation controllers to
meet the characteristics of UAV and UGV swarm system was given, and the
formation controller design and stability analysis were provided. The system
composition, hardware structure, and software framework of the experimental
platform were introduced. Several formation tracking experiments were carried
out for UAV and UGV swarm system to further verify the effectiveness of
the theoretical results. The contents in this chapter are mainly based on [50]
and [64].
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FIGURE 8.29: System structure of the quadrotor UAV.

FIGURE 8.30: System structure of the UGV.
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FIGURE 8.31: Position trajectories in the XY plane of UGV and UAVs in
the experiment.
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FIGURE 8.32: Time-varying formation tracking errors ‖ei‖ in the experi-
ment.

FIGURE 8.33: A captured image of the UAV-UGV swarm system in the
experiment.



Chapter 9

Conclusions and Future Prospects

9.1 Conclusions

In cross-domain collaborative applications, including air-ground coordina-
tion and air-sea coordination, how to achieve time-varying formation tracking
for heterogeneous swarm systems is a crucial technical problem, which has
important theoretical value and practical significance. This book investigates
the time-varying formation tracking control problems for high-order hetero-
geneous swarm systems, where several specific cooperative forms, including
leaderless formation control, formation tracking control with a single leader,
formation tracking control with multiple leaders, and formation-containment
tracking control, are considered. The main results of this book are summarized
as follow.

(1) This book starts from time-varying formation tracking for homoge-
neous swarm systems, where basic concepts, formation analysis, and con-
troller design are given. Time-varying formation problems for homogeneous
swarm systems with switching directed interaction topologies are investigated
firstly. Necessary and sufficient conditions to achieve time-varying formations
are proposed, where a description of the feasible time-varying formation set
and approaches to expand the feasible formation set are given. An algorithm
to design the formation control protocol for homogeneous swarm systems is
presented. Then, time-varying formation tracking problems for homogeneous
linear swarm systems with multiple leaders are studied based on the well-
informed follower assumption. A formation tracking protocol is constructed
using only neighbouring relative information. Necessary and sufficient condi-
tions for swarm systems with multiple leaders to achieve time-varying forma-
tion tracking are proposed by utilizing the properties of the Laplacian matrix.
An approach to design the formation tracking protocol is presented by solving
an algebraic Riccati equation. The proposed approach can be applied to solve
the formation tracking problems with a single leader directly.

(2) Time-varying formation tracking control problems for weak hetero-
geneous swarm systems with matched/mismatched disturbances are studied
respectively. For the case with matched disturbances, a robust adaptive time-
varying formation tracking protocol and an algorithm to design the parame-
ters in a distributed manner are proposed. Then, formation tracking feasible
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conditions, an approach to expand the feasible formation set, and sufficient
conditions for swarm systems to achieve the desired formation tracking are
given. For the case with mismatched disturbances, based on the finite-time dis-
turbance observer, the integral sliding mode control, and the super-twisting
algorithm, a continuous time-varying formation tracking protocol using the
neighbouring interaction is presented, and the finite-time convergence of the
output formation tracking errors of high-order swarm systems is proved.

(3) For high-order heterogeneous swarm systems with a non-autonomous
leader of unknown input, time-varying formation tracking control problems
are discussed. Based on the output regulation control and the sliding mode
control, a hierarchical formation tracking control strategy composed of the
distributed observer and the local tracking controller is provided. Using the
neighbouring interaction, a distributed time-varying output formation track-
ing protocol with the adaptive compensation capability for the unknown input
of the leader is proposed. Considering the features of heterogeneous dynam-
ics, the time-varying formation tracking feasible constraints are provided, and
a compensation input is applied to expand the feasible formation set. It is
proved that the outputs of the heterogeneous swarm systems can achieve the
desired formation tracking. As a result, the limitations of the existing results
which require that the swarm system is homogeneous and the leader has no
control input are overcome.

(4) For high-order heterogeneous swarm systems with multiple leaders,
time-varying formation tracking control problems with directed switching
topologies and multiple leaders’ incomplete information are investigated re-
spectively. For the case with directed switching topologies, based on the well-
informed follower assumption, a distributed time-varying output formation
tracking protocol is designed. Sufficient conditions to achieve formation track-
ing with multiple leaders are given by using the piecewise Lyapunov stabil-
ity theory. Furthermore, the well-informed follower assumption is removed,
and the formation tracking problems with incomplete information of multiple
leaders are discussed. A distributed observer is designed for each follower to
estimate the dynamical matrices and the states of multiple leaders, and an
adaptive algorithm is proposed to solve the regulator equations in finite time.
Then, a fully distributed time-varying output formation tracking protocol and
a design algorithm are proposed. It is proved the desired formation tracking
with multiple leaders can be achieved by heterogeneous swarm systems with-
out requiring the well-informed follower assumption.

(5) For high-order heterogeneous swarm systems with different intra-layer
cooperative control objectives and inter-layer coordination couplings, the def-
inition and the framework of formation-containment tracking control are pre-
sented. A tracking-leader with time-varying input is applied to generate the
macroscopic reference trajectory for the whole swarm systems. So the short-
coming of the existing formation-containment control approaches which can-
not control effectively the macroscopic movement of the entire system is over-
come. Considering the influences of switching topologies, based on the robust
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adaptive estimation approach and the predefined containment control strat-
egy, a distributed formation-containment tracking protocol and a multi-step
design algorithm are proposed. With inter-layer coordination couplings, suf-
ficient conditions for heterogeneous swarm systems on switching graphs to
achieve formation-containment tracking are given.

(6) To overcome the barriers between complex cooperative theories and
actual physical systems, time-varying formation tracking control approaches
proposed in the previous chapters are applied to practical cooperative exper-
iment platforms composed of UAVs and UGVs. The proposed general forma-
tion controllers are modified to meet the characteristics of UAV and UGV
swarm system, and the formation controller design algorithms and stability
analysis of closed-loop swarm systems are provided. Then, the system compo-
sition, hardware structure, and software framework of the UAV-UGV experi-
mental platforms are introduced. Several formation tracking experiments are
carried out for UAV and UGV swarm systems to further verify the effective-
ness of the theoretical results.

9.2 Future Prospects

Formation tracking control for heterogeneous swarm systems is a hot topic
full of continuous development, renewal, and vitality. Besides the problems
discussed in this book, there exist several remaining open problems which
require further attention. Some future prospects are given as follow.

(1) With the continuous breakthrough of machine learning algorithm and
the rapid improvement of computing power, it is possible to deeply combine
the formation control approaches with artificial intelligence technology. It is
interesting to explore intelligent formation tracking control strategies for het-
erogeneous swarm systems based on reinforcement learning or deep reinforce-
ment learning.

(2) Formation control should not be only limited to the bottom control
level, and the integration of decision-making and control layers will enhance
the intelligence of heterogeneous swarm systems. Combined with the dis-
tributed optimization approaches, it is worthy of further investigation on op-
timal formation control, where the online optimization design of formation
configuration and macroscopic motion trajectory of the swarm system can be
carried out by using neighbouring information interaction.

(3) There exist both intra-cluster cooperation and inter-cluster competi-
tion in swarm attack-defense confrontation scenes, where cluster time-varying
formation tracking control under cooperation and competition mechanism has
potential application values and is also a challenging problem to be solved. It
is significant to further study the cluster formation tracking control problems
for heterogeneous swarm systems based on N -cluster non-cooperative game
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theory. Besides, how to use differential game strategy to design distributed
formation controllers for swarm systems in the confrontation scenes is an in-
teresting research topic.
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